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Chapter 1.

Aim, scope, and structure of the document



SCED analytical resources for applied researchers

The present document was conceived as a brief guide to resources that practitioners and applied
researchers can use when they are facing the task of analysing single-case experimental designs
(SCED) data. The document should only be considered as a pointer rather than a detailed
manual, and therefore we recommend that the original works of the proponents of the different
analytical options are consulted and read in conjunction with this guide. Several additional
comments are needed. First, this document is not intended to be comprehensive guide and not all
possible analytical techniques are included. Rather we have focussed on procedures that can be
implemented in either widely available software such as Excel or, in most cases, the open source
R platform. Second, the document is intended to be provisional and will hopefully be extended
with more techniques and software implementations in time. Third, the illustrations of the
analytical tools mainly include the simplest design structure AB, given that most proposals were
made in this context. However, some techniques (d-statistic, randomization test, multilevel
models) are applicable to more appropriate design structures (e.g., ABAB and multiple baseline)
and the illustrations focus on such designs to make that broader applicability clear. Fourth, with
the step-by-step descriptions provided we do not suggest that these steps are the only way to run
the analyses. Finally, any potential errors in the use of the software should be attributed to the
first author of this document (R. Manolov) and not necessarily to the authors/proponents of the
procedures or to the creators of the software. Therefore, feedback from authors, proponents, or

software creators is welcome in order to improve subsequent versions of this document.

For each of the analytical alternatives, the corresponding section includes the following
information: a) Name of the technique; b) Authors/proponents of the technique and suggested
readings; ¢) Software that can be used and its author; d) How the software can be obtained; e)

How the analysis can be run to obtain the results and f) How to interpret the results.

We have worked with Windows as operative system. It is possible to experience some issues
with: (a) R-Commander (not expected for the code), when using Mac OS; (b) R packages (not
expected for the code), due to uneven updates of R, R-Commander, and the packages, when
using either Windows or Mac. Finally, we encourage practitioners and applied researchers to
work with the software themselves in conjunction with consulting the suggested readings both

for running the analyses and interpreting the results.
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Chapter 2.

Getting started with R and R-Commander
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Most of the analytical techniques can currently be applied using the open source platform R (for
an introduction check John Verzani’s http://cran.r-project.org/doc/contrib/Verzani-SimpleR.pdf)
and its package called Rcmdr, which is an abbreviation for R-Commander (for more
information the creator John Fox shares
http://socserv.socsci.mcmaster.ca/jfox/Misc/Remdr/Getting-Started-with-the-Rcmdr.pdf). R can
be downloaded from: http://cran.r-project.org. Short summary information in a visual format is
available at https://www.dropbox.com/s/4861jmo48i0zugh/R_R-Commander.pdf.

6 &3l (G hitp://cran.r-project.org/ D ~ B & X | @ The Comprehensive R Arch... %
X 0 v 4= Download [Z°] Download Manager | | Browse _ﬁPlayﬂ | +4* 30,465

M v B ~ & @ v Pagev Safetyv Toolsv @~ N @ O

The Comprehensive R Archive

Network

Download and Install R _
CRAN 1
Mirrors Precompiled binary distributions of the base system and contributed packages,
What's new? |Windows and Mac users most likely want one of these versions of R
Task Views
Search o Download R for Linux

* Download R for MacOS X

About R » Download R for Windows i
R Homepage
The R Journal R is part of many Linux distributions. you should check with your Linux package

|management system in addition to the link above.
Software |Source Code for all Platforms
R Sources ‘
R Binaries |Windows and Mac users most likely want to download the precompiled binaries
Packnges listed in the upper box. not the source code. The sources have to be compiled before
Other you can use them. If you do not know what this means. you probably do not want to

) do it!
Documentation
i\;—inu:ls o The latest release (2012-06-22. Roasted Marshmallows): R-2.15.1 tar.gz.
read what's new in the latest version.
Contributed R R
« Sources of R alpha and beta releases (daily snapshots, created only in time
periods before a planned release).
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Once R is downloaded and installed, the user should run it and install the R-Commander
package. Each new package should be installed once (for each computer on which R is installed).
To install a package, click on Packages, then Install Package(s), select a CRAN location and then
select the package to install. Once a package is installed each time it is going to be used it must
be loaded, by clicking on Packages, Load Package.

R File Edit View Misc Packages Windows Help X
l
> 1o ({pkg <- sel ist (sort (.packages(all.available = TRUE)),graphics=TRUE) 2
+ if (nchar (pkg)) library(pkg, character.only=TRUE)})
"
SRAN iy Packages = Install Packages - Load
r -
Poland (Oswiecim) - Packages ! Select one
Poland (Wroclaw)
Russia rbounds - lattice
Singapore rbugs leaps
Slovakia 1 Re ntest
2 RCAU MASS
Slovakia 2 | R
A capture Matrix
South Africa RCassandra methods
pa d rcdd mgev
Sweden redk ‘ multcomp
Switzerland redidibs mvtnorm
Taiwan (Taichung) Reell nime
: g Regmin
Taiwan (Taipeil) rChoiceDislogs nnet
UK Er e (2 —
UK (Bristol) 4 e —
UK (London) RemdrPluginBCA RemdrPlugin.SCDA
UK (St Andrews) RemdrPlugin.coin RemdrPlugin.SLC
USA (AZ) RemdrPlugin.depthTools Readlmages
RemdrPlugin.doBy relimp
USA (CA1) RemdrPlugin Dot ‘ gl
USA (CA2) RemdrPlugin.doex RODBC
USA (14) ¥, RemdrPlugin EACSPIR rpart =
RemdrPlugin EBM ~
Cancel o ] [ : |
| = ok ) (Ccnca ]|
L =] e

Using R code, installing the R-Commander can be achieved via the following code:
install.packages("Rcmdr", dependencies=TRUE)

This is expected to ensure that all the packages from which the R-Commander depends are also
installed. In case the user is prompted to answer the question about whether to install all
packages required s/he should answer with Yes.

Using R code, loading the R-Commander can be achieved via the following code:

require(Rcmdr)

The user should note that these lines of code are applicable to all packages and they only require
changing the name of the package (here Remdr).
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Before we illustrate how R and its packages can be used for SCED data analysis, it is necessary
to discuss some specific issues regarding the input of data. First, given that the software
described in this tutorial has been created by several different authors, the way the data are
organized and the type of file in which the data are to be stored is not exactly the same for all
analytical techniques. This is why the user is guided regarding the creation and loading of data
files. Second, the SCDA plug-in, the scdhim package, and the R code for Tau require loading the
data, but it is not very easy to manipulate complex data structures directly in R or in R-
Commander. For that purpose, we recommend users to create their files using a program similar
to Excel and then saving the file in the appropriate way (keeping the format and leaving out any
incompatible features, e.g., multiple worksheets). An example is shown below:

2 E E X Save As
1 Time Score Phase
2 1 4 0 T <« Single-case pr... » Datasets
3 2 7 0
a 3 5 0 Organize = Mew folder
5 a4 6 0 4 Downloads A Name :
7] 3 a8 1 o Music
7 b 10 1 =| Pictures !E I Taucsv
8 7 3 1 H Videos
3 8 7 1 i, Local Disk (C3)
10 9 9 1
11 . v £
12 File name:
11i Save as type: | C5V (Comma delimited) (*.csv)

Third, most R codes described here require that the user enter the data before copying the code
and pasting in the R console. Data are entered within brackets () and separated by commas , as
shown below:

code_data <- ¢(4,7,5,6,8,10,9,7,9)

The user will also be asked to specify the number of baseline measurements included in the
dataset. This can be done entering the corresponding number after the <- sign

n_a<-4

Finally, in some cases it may be necessary to specify further instructions that the code is
designed to interpret, such as the aim of the intervention. This is done entering the instruction
within quotation marks “ ” after the <- sign, as shown below.

aim <- “increase”

10
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Along the examples of R code the user will also see that for loading data in R directly, without
the use of R-Commander, we use R code.

For instance, for the data to be used by the SCDA plug-in, the data files are not supposed to
include headers (column names) and the separators between columns are blank spaces. This is
why we can use the following code:

SCDA_data <- read.table(file.choose(),header=FALSE,sep="")

1] SCDA dataxt... BB e

File Edit Format View Help
4 e

m

mmmmmE =
WO~ D o e
o

In contrast, for the SCED-specific d statistic the data files do have headers and a tab is used as
separator. For that reason we use the following code:

d_data <- read.table(file.choose(),header=TRUE)

| Coker_data.txt - Notepad - U
File Edit Format View Help

case outcome time phase treatment
1 8 1 1 A

1 11 2 1 A

1 8 3 1 B

1 4 4 1 B

1 12 5 1 B

Finally, for the Tau nonoverlap index the data are supposed to be organized in a single column,
using commas as separators. Tau’s code includes the following line:

Tau_data <- read.csv(file.choose())

| 1Tau.csv - Notepad
File Edit Format View Hel

Time,Score,Phase
1,4,8

2,7,0
3,5,0

11
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We here show two ways of loading data into R via the menus of the R-Commander. The first
option is only useful for data files with the extension .RData (i.e., created in R). We first run R-
Commander using the option Load package from the menu Packages. Once the R-Commander
window is open, we choose the Load data set option from the menu Data. Here we show an
example of the data included in the scdhim package (https://github.com/jepusto/scdhim) that we

will later illustrate.

@

R Commander

File Edit | Data | Statistics G

raphs Models Distributions  Tools  Help

@ o

Mew data set...

Load data set...

ata set ||| i) View data set

R Script |R

Merge data sets..

Import data
Data in packages
Active data set

Manage variables in active data set »

3
3
3

®

R Seript |R Markdown

File Edit Data Statistics Graphs Models Distributions Toels

@ Data set: Z Edit data set

library(relinp, pos=4)

maxheight=30)

maxheight=30)

load ("C:/Users/Lyubov Mova,/Documents/R/win-librs
showData (Laski, placement='-20+200', font=getRcn

showData (Laski, placement='-20+200', font=getRcn

R Commander| & Laski = =
1 1 27.60 1 )
A 1 23.96 2 )
3 1 23.83 3 )
4 1 47.26 4 )
5 1 52.70 5 1
6 1 60.99 6 1
7 1 e6.60 7 1
8 1 52,50 B 1
9 1 85.88 9 1
10 1 a7.05 10 1
11 1 e6.28 11 1
12 1 54.05 12 1
13 1 51.23 13 1
14 2 49,67 1 )
15 2 23.57 2 )
16 2 26.38 3 )

2 28.35 4 )

Given that we usually work with data files created in SPSS (IBM Corp., 2012), Excel, or with a
simple word processor such as Notepad, another option is more useful: the Import data option

from the Data menu:

| »

File Edit I Data | Statistics Graphs Models Distributions Tools 7
\ ‘ : 5
13‘1! Data,  New data set.. View data set| Model- | <No active model> |
..., Load data set... —_—
Script Wi
——  Merge data sets i
Import data » from text file, clipboard, or URL...
Data in packages 'i from SPSS data set...
Active data set »|  from Minitab data set...
Manage variables in active data set »|  from STATA data set...
i from Excel, Access or dBase data set.._
< | | »
Output Window Submit]
\ x

12
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Chapter 3.

Tools for visual analysis

In this section we will review two options using the R platform, but the interested reader can also
check the training protocol for visual analysis available at www.singlecase.org (developed by
Swoboda, Kratochwill, Horner, Levin, and Albin; copyright of the site: Hoselton and Horner).

13
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3.1a Name of the technique: Visual analysis with the SCDA package

3.1b Authors and suggested readings: Visual analysis is described in the What Works
Clearinghouse technical documentation about SCED (Kratochwill et al., 2010) as well as major
SCED methodology textbooks and specifically in Gast and Spriggs (2010) . The use of the
SCDA packages for visual analysis is explained in Bulté and Onghena (2012).

3.1c Software that can be used and its author: The SCDA is a plug-in for R-Commander and was
developed as part of the doctoral dissertation of Isis Bulté (2013) and is maintained by Marlies
Vervloet (marlies.vervioet@ppw.kuleuven.be) from KU Leuven, Belgium.

3.1d How to obtain the software: The SCDA (version 1.1) is available at the R website
http://cran.r-project.org/web/packages/RcmdrPlugin.SCDA/index.html and can also be installed
directly from the R console.

First, open R.Second, install RemdrPlugin.SCDA using the option Install package(s) from the
menu Packages.

Packages

RemdrPlugin.orloca -
RemdrPlugin.plotByGroup
RemdrPlugin.pointG
RemdrPlugin.qual
RemdrPlugin.sampling
Windows  Help RemdrPlugin.seeg

Load package... RCI"ﬂdI’P|ugir‘l.5LC

RemdrPlugin,SM

ST RemdrPlugin.sos 7

Select repositories...

I Install package(s)...

Update packages... ’ QK ] ’ Cancel ]

Install package(s) from local zip files...

Third, load RemdrPlugin.SCDA in the R console (directly; this loads also R-Commander) or in
R-Commander (first loading Rcmdr and then the plug-in).

Select cne

plyr -
proto

R2HTML

Rerndr

RecmdrPlugin EACSPIR
RerndrPlugin.SLC
RColorBrewer

Repp =
Packages | Windows Help ReppEigen i
I Load package... I relimp
reshape
Set CRAN mirror... reshape?
Select repositories... rgl i
Install package(s)...
Update packages...
oK l [ Cancel

Install package(s) frem local zip files...

14
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3.1e How to use the software:

Here we describe how the data from an AB design can be represented graphically and more
detail is available in Bulté and Onghena (2012). First, a data file should be created containing the
phase in the first column and the scores in the second column. Second, this data file is loaded in
R-Commander using the Import data option from the Data menu.

[ ]

3 scon e | i (e

File Edit Format View Help File Edit Statistics  Graphs Meodels  Distributions  SCDA  Tools  Help
!‘G‘ 4 & @ Da New data set... = View data set Model: | £ <MNo active r
a7 Load data set...
: g | R Script |R1 Merge data sets...

B 8 1 | Import data I from text file, clipboard, or URL... I
B 10 Data in packages ’ from 5P5S data set...

E ?: b Active data set b from 5A5 xport file...

B 9 Manage variables in active data set * from Minitab data set...

2 from STATA data set...
Il b

I from Excel, Access or dBaze data set...

At this stage, if a .txt file is used it is important to specify that the file does not contain column
headings — the Variable names in file option should be unmarked. The dataset can be downloaded
from https://www.dropbox.com/s/9gc44invil0ft17/1%20SCDA.txt?dI=0.

(5 Read Text Data From File, Clipboard, or URL X

Enter name for data set:  Dataset
Variable names in file:  [] %
Missing data indicator:  MNA
Lecation of Data File

@ Local file system

) Clipboard

() Internet URL

Field Separator

@ White space

) Commas

© Tabs

() Other Specify:
Decimal-Paint Character

@ Period [.]

) Comma[,]

[ @Help l | Qé? OK ‘ | g Cancel ‘

The SCDA plug-in offers a plot of the data, plus the possibility of adding visual aids (e.g.
measure of central tendency, estimate of variability, and estimate of trend). For instance, the
mean in each phase can be added to the graph in the following way: choose the SCVA option
from the SCDA menu in R-Commander. Via the sub-option Plot measures of central tendency,
the type of the design and the specific measure of central tendency desired are selected.

15
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[ SCDA | Herramientas Ayuda

@

Display central location

Select the design type

ABA Phase Design
ABAE Phase Design
Completely Randomized Design v

SCRT *
SCMA *

Graphical display...
Plot measure of central tendency...
Plot estimate of variability...

Select the measure of central tendency
Mean

-~

Broadened median
rimmed mean

For trimmed mean:

% of observations to be removed: 0.2
For M-estimator:

Value for the constant K: | 1.28

Plot estimate of trend...

For representing an estimate of variability, the corresponding sub-option is used. Note that in this
case, a measure of central tendency should also be marked, although it is later not represented on
the graph.

& Display variability

Select the design type

Select the measure of variability.
ABA Phase Design

A
Range bars
ABAB Phase Design rended range

Completely Randomized Design v

For range bars:

SCDA | Tools Help

Select the measure of central tendency

Graphical display... Mean - For trimmed mean:
SCRT » Plot measure of central tendency... . % of observations to be removed: | 0.2
SCMA ¥ B[ic::ri:g:::nrz::mn v Faor M-estimator:

Plot estimate of trend... Value for the constant K: | 1.28

For representing an estimate of trend, the corresponding sub-option is used. Note that in this
case, a measure of central tendency should also be marked, although it is later not represented on
the graph.

I Display trend

Select the design type
(AB Phase Design

ABA4 Phase Design
ABAB Phase Design
Completely Randomized Design  ~

Select the trend visualization

ertical line plot i
Trend lines (Least Squares regression) |

rend lines (Split-middle)

rend lines (Resistant trend line fitting)

m |

m | »

4

SCDA | Herramientas  Ayuda For vertical line plot:
. N R Select the measure of central tendency
SCVA * Graphical display... Vieon S

Plot measure of central tendency... % of observations to be removed: 0.2

Broadened median
rimmed mean

1 m.|»

Plot estimate of variability...

Plot estimate of trend...

For M-estimator:
Value for the constant K: 1.28

These actions lead to the following plots with the median (i.e., sub-option plot measure of central
tendency) represented in the top left graph, the maximum and minimum lines (i.e., sub-option
plot measure of variability) in the top right graph, and the ordinary least squares trend (sub-
option plot estimate of trend) in the bottom graph.

16
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3.1f How to interpret the results: The upper left plot suggests a change in level, whereas the
upper right plot indicates that the amount of data variability is similar across phase and also that
overlap is minimal. The lower plot shows that there is a certain change in slope (from increasing
to decreasing), although the measurements are not very well represented by the trend lines, due
to data variability.

An estimate of central tendency such as the median can be especially useful when using the
Percentage of data points exceeding median as a quantification, as it would make easier the joint
use of visual analysis and this index. An estimate of trend can be relevant when the researcher
suspects that a change in slope has taken place and is willing to further explore this option. Such
an option can also be explored projecting the baseline trend as described later in the text. Finally,
it is also possible to represent estimates of variability, such as range lines, which are especially
relevant when using the Percentage of nonoverlapping data that uses as a reference the best
(minimal or maximal) baseline measurement.

17
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3.2a Name of the technique: Using standard deviation bands as visual aids

3.2b Authors and suggested readings: The use of standard deviation bands arises from statistical
process control (Hansen & Gare, 1987), which has been extensively applied in industry when
controlling the quality of products. The graphical representations are known as Shewhart charts
and their use has also been recommended for single-case data (Callahan & Barisa, 2005; Pfadt &
Wheeler, 1995: look at the rules these latter authors suggest for deciding whether the scores in
the intervention phase are different than expected by baseline phase variability). We recommend
using this tool as a visual (not statistical) aid when baseline data shown no clear trend. When
trend is present, researchers can use the visual aid described in the next section (i.e., estimating
and projecting baseline trend).

3.2c Software that can be used and its author: Statistical process control has been incorporated in
the R package called qgcc (http://cran.r-project.org/web/packages/gcc/index.html, for further
detail check http://stat.unipg.it/~luca/Rnews_2004-1-pag11-17.pdf). Here we will focus on the R
code created by R. Manolov, as it is specific to single-case data and more intuitive.

3.2d How to obtain the software: The R code for constructing the standard deviations bands is
available at https://dl.dropboxusercontent.com/s/elhy4541df8pij6/SD_band.R

When the URL is open, the R code appears (or can be downloaded via
https://www.dropbox.com/s/elhy4541df8pij6/SD_band.R?dI=0). It is a text file that can be copied
in a word processor such as Notepad, given that it is important to change the input data before
pasting the code in R. Only the part of the code marked below in blue has to be changed, that is,
the user has to input the scores for both phases and specify the number of baseline phase
measurements. A further modification refers to the rule (multiplication factor for the standard
deviation) for building the limits; this modification is optional, not compulsory.

E| SD_band.R - Notepad
File Edit Format WView Help

# Pfadt, A., & Wheeler, D. 1. (1995). Using statistical process control to make da
# Journal of Applied Behavior Analysis, 28, 349-378.
#

# The only part of the code that needs to be modified

# Input data This is the only part of the code that
score <- c(18,8,11,6,10,6,4,5,3,4) needs to be changed:
n_a <- 5 INPUT DATA

# Input the standard deviations' rule for creating the bands
50 wvalue <- 2

Can be changed optionally

# This part of the code needs not be changed: only copy-paste it in the R console
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3.2e How to use the software

When the text file is downloaded and opened with Notepad, the values after score <- ¢( have to
be changed, inputting the scores separated by commas. The number of baseline phase
measurements is specified after n_a <- . Change the default value of 5, if necessary. In the
current example, the length of the baseline phase is 4.

> % The only part of the code that needs to be modified
>

> # Input data

> 3core <- c(4,7,5,6,8,10,9,7,9)

>na<-35

When these modifications are carried out, the whole code (the part that was modified and the
remaining part) is copied and pasted into the R console.

points(indep, SCDPé; pch=24, bg="black") | Copy
title(main="Standard deviation bands") Paste
Delete
Phase A mean & projections with 5D-bands
Select All

lines(indep[1l:n_a],mean_A)
lines(indep,upper,type="b")

. o . Right to left Reading order
lines(indep,lower,type="b")

Show Unicode control characters

Print information Insert Unicode control character r
print("Number of intervention points
print("Maximum number of consecutive
print("Number of intervention points Reconversion
print("Maximum number of consecutive intervention points below lower band

Open IME

R iz a collaborative project with many contributors.
Type 'contributors()"' for more information and
'citation()"'" on how to cite R or R packages in publications.

Type 'demo()' for =zome demos, "help()'"' for on-line help, or
"help.start() ' for an HIML browser interface to help.
Type "gi()'" to guit ER.

[Previously =aved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V

Paste commands only

Copy and paste Ctrl+X
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3.2f How to interpret the results: The first part of the output is the graphical representation that
opens in a separate window. This graph includes the baseline phase mean, plus the standard
deviation bands constructed from the baseline data and projected into the treatment phase.

Standard deviation bands

10

© J0—o0—o0—o0

AN
o

oO—0—0—01T-0—0—0—0—0

Score

Measurement time

The second part of the output of the code appears in the R console, where the code was pasted.
This part of the output includes the numerical values indicating the number of treatment phase
scores falling outside of the limits defined by the standard deviation bands, paying special
attention to consecutive scores outside these limits.

> # Print information
> print ("Humber of intervention points above upper band"):;print(count_out_up)
[1] "Number of intervention points above upper band"™

[11 3

> print ("Maximum number of consecutive intervention points above upper bands™) &
[1] "Maximum number of consecutive intervention points above upper bands"™

[1] 2

> print ("Humber of intervention points below lower band"):;print (count_out low)
[1] "Number of intervention points below lower band"™

[1] ©

> print ("Maximum number of consecutive intervention points below lower bands™) : &
[1] "Maximum number of consecutive intervention points below lower bands™

[1] ©
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3.3a Name of the technique: Estimating and projecting baseline trend

3.3b Authors and suggested readings: Estimating trend in the baseline phase and projecting it
into the subsequent treatment phase is an inherent part of visual analysis (Gast & Spriggs, 2010;
Kratochwill et al., 2010). For the tool presented here trend is estimated using the split-middle
technique (Miller, 1985). The stability of the baseline trend across conditions is assessed using
the 80%-20% formula described in Gast and Spriggs (2010) and also on the basis of the
interquartile range, IQR (Tukey, 1977). The idea is that if the treatment phase scores do not fall
within the limits of the projected baseline trend a change in the behaviour has taken place
(Manolov, Sierra, Solanas, & Botella, 2014).

3.3c Software that can be used and its author: The R code reviewed here was created by R.
Manolov.

3.3d How to obtain the software: The R code for estimating and projecting baseline trend is
available at https://dl.dropboxusercontent.com/s/5z9p5362bwlbj7d/ProjectTrend.R

When the URL is open, the R code appears (or can be downloaded via
https://www.dropbox.com/s/5z9p5362bwIbj7d/ProjectTrend.R?dI=0). It is a text file that can be
opened with a word processor such as Notepad. Only the part of the code marked below in blue
has to be changed, that is, the user has to input the scores for both phases and specify the number
of baseline phase measurements. Further modifications regarding the way in which trend
stability is assessed are also possible as the text marked below in green shows. Note that these
modifications are optional and not compulsory.

El ProjectTrend.R - Notepad
File Edit Format View Help

# The R script also offers a graphical representation of the baselie split-middle t
# It also offers a quantification of the proportion of treatment phase scores falli
# constructed around the projected trend line.

# Input datal The only part of the code that needs to be
score <- ¢(1,3,5,5,18,8,11,14) changed: INPUT DATA
n_a <-4

# Input the percentage of the Median to use for constructing the envelope
md_percentage <- 28

Can be
# Input the interquartile range to use for constructing the envelope
IQR value <- 1.5 changed
# Choose figures display optionally

display <- "wvertical" # Alternatively "horizontal™

# This part of the code needs not be changed: only copy-paste it in the R console
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3.3e How to use the software

When the text file is downloaded and opened with Notepad, the values after score <- ¢( have to
be changed, inputting the scores separated by commas. The number of baseline phase
measurements is specified after n_a <-, changing the default value of 4, if necessary.

# Input data

score <—- c(4,7,5,6,8,10,9,7,9)

na <-4

# Input the percentage of the Median to use for constructing the envelope
md percentage <- 20

# Input the interguartile range to use for constructing the envelope

IQR walue <- 1.5

# Choose figures displav

display <- "vertical"™ # LAlternatively "horizontal"™

When these modifications are carried out, the whole code (the part that was modified and the
remaining part) is copied and pasted into the R console.

linES{indep[{n_;}l}:n5ize],525ﬁé[{n_a+ﬂ Copy

abline (v=(n_a+0.5)) NN D
points(indep, score, pch=24, bg="black’ Delete
title(main="IQR-based envelope around [

Select All
# Split-middle trend & projections with
lines(indep[l:n_a],sm.trend[1:n_a] }-
lines({indep[(n_a+1):nsize],proj IQR_U,1 Show Unicode control characters
linES{indep[{n_a+1}:nsize],pﬁoj_IQR_L,1 Inzert Unicode control character

Right to left Reading order

. . . 0] IME
Print information pen

print(“Proportion of phase B data into Reconversion
print(“Proportion of phase B data into IQR limits™);print(prop_IQR)

R i= a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()' for =some demos, '"help()' for on-line help, or
'help.=start ()" for an HIML browser interface to help.
Type 'g{}' to guit R.

[Previou=sly saved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V

Paste commands only

Copy and paste Ctrl+X
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3.3f How to interpret the results: The output of the code is two numerical values indicating the
proportion of treatment phase scores falling within the stability limits for the baseline trend and a
graphical representation. In this case, the split-middle method suggests that there is no improving
or deteriorating trend, which is why the trend line is flat. No data points fall within the stability
envelope, indicating a change in the target behaviour after the intervention. Accordingly, only 1
of 5 (i.e., 20%) intervention data points fall within the IQR-based interval leading to the same
conclusion.

> # Print information

> print ("Proportion of phasze B data into envelope");print (prop_env)
[1] "Proportion of phase B data into envelope"

[1] O

> print ("Proportion of phase E data into IQR limits");print(prop_ IQR)
[1] "Proportion of phase B data into IQR limits™

[1] ©0.2

>

Median-based envelope around projected split-middie trend

o _|
2 @ - ‘/\\/A
o
@ © - //*K“R“ A o o ! o o
] Q o o o
- - t//
I I I I
2 4 B 8
Measurement time
IQR-based envelope around projected split-middle trend
E -
e
E “ 7 /A\W"A
< - l//
] O s s s
o7 T T T T
2 4 6 8

Measurement time

In case the data used were the default ones available in the code, which are also the data used for
illustrating the Percentage of data points exceeding median trend, the results would be shown
below, indicating a potential change according to the stability envelope and lack of change
according to the IQR-based intervals.
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Score

Score

> # Print information

> print ("Proportion of phase B data into envelope"):;print(prop env)
[1] "Proportion of phase B data into envelope™

[1] ©

> print ("Proportion of phase B data into IQR limits");print(prop IQR)
[1] "Proportion of phase B data into IQRE limits"™

[1] 1

Median-based envelope around projected split-middie trend

CEg
o | fjfig
“

ur — /_‘q

D p—
I I | | I I I I
1 2 3 4 5 6 7 8

Measurement time

IQR-based envelope around projected split-middle trend

15

10

Measurement time
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4.1a Name of the technique: Percentage of nonoverlapping data (PND)

4.1b Authors and suggested readings: The PND was proposed by Scruggs, Mastropieri, and
Casto (1987); a recent review of its strengths and limitations is offered by Scruggs and
Mastropieri (2013) and Campbell (2013).

4.1c Software that can be used: The PND is implemented in the SCDA plug-in for R
Commander (Bulté, 2013; Bulté & Onghena, 2012).

4.1d How to obtain the software: The steps are as follows. First, open R.

Second, install RemdrPIlugin.SCDA using the option Install package(s) from the menu Packages.

Packages

RermndrPlugin.orloca -
RemdrPlugin.plotByGroup
RermndrPlugin.pointG
RemdrPlugin.qual

RemdrPlugin.sampling
Windows Help RemdrPlugin.5SCDA

RermdrPlugin.seeg

Load package...
RermndrPlugin,SLC

Set CRAN mirror... RemdrPlugin, 5
Select repositories... RemdrPlugin.sos i
| Install package(s)...
Update packages...
[ oK ] [ Cancel l

Install package(s) from local zip files...

Third, load RemdrPlugin.SCDA in the R console (directly; this loads also R-Commander) or in
R-Commander (first loading Rcmdr and then the plug-in).

Select one

plyr -
proto

R2ZHTML

Remdr

RemdrPlugin. EACSPIR
RemdrPlugin,SLC
RColorBrewer

Packages | Windows Help Repp . E
ReppEigen
I Load package... I relimp
Pp— reshape
et Mirror.. reshape?.
Select repositories... rgl ¥

Install package(s)...

Update packages...

OK l ’ Cancel

Install package(s) from local zip files...

4.1e How to use the software:

First, the data file needs to be created (first column: phase; second column: scores) and imported
into R-Commander.
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R Commander

File Edit EData Statistics  Graphs Models Distributions SCDA  Tools Help
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Mew data set...
Load data set...
Merge data sets..,

‘@ View data set Model: | £ <MNo activer

Import data
Data in packages 4
Active data set L

Manage variables in active data set ¥

File Edit Format View Help
a4 -
AT =
A S

A B L
B 8 T
B 10

B 9

B 7

B 9

4 »

S JI

from text file, clipboard, or URL...
from 5P5S data set...

from SAS xport file...

from Minitab data set...

from STATA data set...

from Excel, Access or dBase data set...

Second, a graphical representation can be obtained. Here, we consider the sub-option Plot
estimate of variability in the option SCVA of the R-Commander menu SCDA as especially useful,
as it gives an idea about the amount of overlap in the data.

r
5 Display variability

e — e

[SCDA | Tools Help
SCVA Graphical display...
SCRT # Plot measure of central tendency...
SCMA ¥ Plot estimate of variability...
Plot estimate of trend...

Select the design type

ABA Phase Design
ABAB Phase Design
Completely Randomized Design  —

For range bars:
Select the measure of central tendency

Median
Broadened median
rimmed mean

m. | »

1

Select the data file
@ Use the active data set

() Use data from a text file ~ Select File |

Selected file:

Select the measure of variability.

Range bars
rended range

1

For trimmed mean:

% of observations to be removed: 0.2
For M-estimator:

Value for the constant I 1,28

10

Scores
7
|

Measurement Times
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Third, the numerical value can be obtained using the SCMA option from the SCDA menu: sub-
option Calculate effect size. The type of design and the effect size index are selected in the
window that pops up. Here we should keep in mind that the aim is to increase behavior for this
specific data set, given that it is important when identifying the correct baseline score to be used
as a reference for the PND.

SCDA | Teels Help

SCVA ¢ :
el: | £ <MNo active model=
SCRT *»
SCMA Calculate effect size...
Combine p-values...
- .
@ Effect size -—— — ﬁ
Select the design type Select the effect size measure

Standardized Mean Difference

Pooled Standardized Mean Difference
PMD (expected increase)
PMD (expected decrease)

ABA Phase Design
ABAB Phase Design
Completely Randomized Design -

e, | »
4 [Lm | »

4.1f How to interpret the results: The result is obtained in the lower window of the R-
Commander. The value of the PND = 80% reflects the fact that four out of the five treatment
scores (80%) are greater than the best baseline score (equal to 7).

> ES5(de=zign = "AB", EZ = "PND+", data = Dataset])

Scruggs and Mastropieri (2013) have pointed that values between 50 and 70% could indicate
questionable effectiveness, between 70 and 90% would reflect effective interventions and above
90% very effective. Nevertheless the authors themselves stress that these are only general
guidelines not to be used indiscriminately.
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4.2a Name of the technigue: Percentage of data points exceeding the median (PEM)

4.2b Authors and suggested readings: The PEM was proposed by Ma (2006) and tested by
Parker and Hagan-Burke (2007). PEM was suggested in order to avoid relying on a single
baseline measurement, as the Percentage of nonoverlapping data does.

4.2c Software that can be used: The PEM is implemented in the SCDA plug-in for R
Commander (Bulté, 2013; Bulté & Onghena, 2012).

4.2d How to obtain the software: The steps are as follows. First, open R.

Second, install RemdrPIlugin.SCDA using the option Install package(s) from the menu Packages.

Packages

RermndrPlugin.orloca -
RemdrPlugin.plotByGroup
RermdrPlugin.pointG
RemdrPlugin.qual

RemdrPlugin.sampling
Windows  Help RcmdrPlugin.SCDA

RemdrPlugin.seeg

Load package...
RermndrPlugin,SLC

Set CRAN mirror... RemdrPlugin. 5
Select repositories... RemdrPlugin.sos i
| Install package(s)...
Update packages...
[ oK ] I Cancel l

Install package(s) from local zip files...

Third, load RemdrPlugin.SCDA in the R console (directly; this loads also R-Commander) or in
R-Commander (first loading Rcmdr and then the plug-in).

Select one

plyr -
proto

RZHTML

Remdr

RemdrPlugin. EACSPIR
RemdrPlugin,SLC
RCeolorBrewer

Packages | Windows Help Repp . E
ReppEigen
I Load package... I relimp
Pp— reshape
et MIrror.. reshape2
Select repositories,.. rgl ol

Install package(s)...

Update packages...
oK l ’ Cancel

Install package(s) from local zip files...
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4.2e How to use the software:

into R-Commander.

r hl
) SCDA datatxt... L {51 S

S

File

Edit Format View Help

mMmmmmE > =F
WO D e

A

=]

| »

m

4

File Edi‘tIData Statistics  Graphs Models Distributions SCDA  Tools Help

First, the data file needs to be created (first column: phase; second column: scores) and imported

@ r-

MNew data set...
Load data set...
Merge data sets...

|©) View data set Model: | £ <No activer

Import data
Data in packages 4
Active data set 4

Manage variables in active data set ¥

from text file, clipboard, or URL...
from S-PSS data set...

from SA5 xport file...

from Minitab data set...

from STATA data set...

from Excel, Access or dBase data set...

Second, a graphical representation can be obtained. Here, we consider the sub-option Plot
estimate of central tendency in the option SCVA of the R-Commander menu SCDA as especially
useful, as it is related to the quantification performed by the PEM.

I SCDA | Herrarnientas Ayuda

SCva »
SCRT *
SChA *

% Display central location

Select the design type

AR Phase Design
ABA Phase Design
ABAE Phase Design
Completely Randomized Design

Graphical display...

Plot measure of central tendency...

Plot estimate of variability...

Plot estimate of trend...

m| »

1

Select the measure of central tendency

rimmed mean

Select the data file
Use the active data set @

For trimmed mean:

% of observations to be removed: 0.2

For M-estimato

I

Value for the constant K: 1.28

| @'?Aceptar H xCanceIar ‘ ‘
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Scores
7
|

Measurement Times

Third, the numerical value can be obtained using the SCMA option from the SCDA menu: sub-
option Calculate effect size. The type of design and the effect size index are selected in the
window that pops up. Here we should keep in mind that the aim is to increase behavior for this
specific data set, given that it is important when identifying the correct baseline score to be used

as a reference for the PEM.

SCDA | Tools

SCVA »
SCRT *+
SCMA

i Effect size

Select the design type

AR Phase Design
ABA Phase Design
ABAE Phase Design
Completely Randomized Design -

[ | »

Help

E <Mo active model=

Calculate effect size...

Combine p-values...

Select the effect size measure

PMD (expected increase) -
PMD (expected decrease)

PEM (expected increase)
PEM (expected decrease) -

4.2f How to interpret the results: The value PEM = 100% indicates that all five treatment scores
(100%) are greater than the baseline median (equal to 5.5). This appears to point at an effective
intervention. Nevertheless, nonoverlap indices in general do not inform about the distance
between baseline and intervention phase scores in case complete nonoverlap is present.

> E5({design = "AEB",
[1] 100

ES = "PEM+", data = Dataset)
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4.3a Name of the technique: Pairwise data overlap (PDO)

4.3b Authors and suggested readings: The PDO was discussed by Wolery, Busick, Reichow, and
Barton (2010) who attribute it to Parker and VVannest from an unpublished paper from 2007 with
the same name. Actually PDO is very similar to the Nonoverlap of all pairs proposed by Parker
and Vannest (2009), with the difference being that (a) it quantifies overlap instead of nonoverlap;
(b) overlap is tallied without taking ties into account; and (d) the proportion of overlapping pairs
out of the total compared is squared.

4.3c Software that can be used: The first author of this tutorial (R. Manolov) has developed R
code that can be used to implement the index.

43d How to obtain the software: The R code can be downloaded via
https://www.dropbox.com/s/jd8a6vIOnv4v7dt/PDO2.R?dI=0. It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed.

# This code allows obtaining the pairwise data overlap squared,
# according to the description provided in

#

# Wolery, M., Busick, M., Reichow, B., & Barton, E. E. (2018).
# Comparison of overlap methods for quantitatively synthesizing
# single-subject data. Journal of S5pecial Education, 44, 18-29.

This is the only part of the code

# Data input
score <- ¢(5,6,7,5,5,7,7,6,8,9,7) that needs to be changed:

n_a <- 5 INPUT DATA

# Specify whether the intervention should increase or reduce the behavior
aim <- "increase" # Alternatively aim <- "reduce”

SPECIFY AIM

# THE REMAINING PART OF THE CODE MNEEDS NOT BE CHANGED

# Data manipulations
n_b <- length(score)-n_a

4.3e How to use the software: When the text file is downloaded and opened with Notepad, the
scores are inputted after score <- c¢( separating them by commas. The number of data points
corresponding to the baseline are specified after n_a <- . Note that it is important to specify
whether the aim is to increase behaviour (the default option) or to reduce it, with the text written
after aim <- within quotation marks.
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e s
>

> # Data input

> score <- c{4,7,5,6,8,10,5,7,9)

>na <-4

>

> # Specify whether the intervention should increase or reduce the behavior
> aim <- "increase" # Altermatively aim <- "reduce"

>

r RTINS AAIRAIIIAIIFAIIAAAAES

> # THE EEMATNING FPART OF THE CODE NEEDS NOT BE CHANGED

After inputting the data and specifying the aim (“increase” or “decrease”), the whole code (the
part that was modified and the remaining part) is copied and pasted into the R console.

# Line marking the minimal intervention phase measurement
if (aim == "increase”)

lineA <- rep(max(phaseA),n

_a)
lineB <- rep(min(phaseB),n b

)

Undo

Cut

"reduce") T

Paste
Delete

<- rep(max(phaseB),n_h)

<- rep(min(phasel),n_a)

Select All

Right te |eft Reading order
# Split-middle trend & projections with 1
lines(indep[1l:n_a],lined)

lines(indep[(n_a+1):length(score)],lineB)

Show Unicode control characters

Insert Unicode control character »

Open IME

# Print result Reconversion

print(“Pairwise data overlap”); print(pdo™

R i= a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()" on how to cite R or R packages in publications.

Type 'demo()' for some demos, '"help()' for on-line help, or
'help.=start(}" for an HTHML browser interface to help.

Type "gi)'" to guit R.
[Breviously saved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V

Paste commands only

Copy and paste Ctrl+X

33



SCED analytical resources for applied researchers

Finally, the result is obtained in a numerical form in the R console and the graphical
representation of the data appears in a separate window. The best baseline and worst intervention
phase scores are highlighted, according to the aim of the intervention (increase or decrease target
behaviour), with the aim to make easier the visual inspection of the amount of overlap. In

> print ("Pairwise data overlap"):; print (pdo2)
[1] "Pairwise data owverlap"
[1] ©

Pairwise data overlap
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4.3f How to interpret the results: In this case, given that ties are not tallied, the result of PDO is
0, indicating the there are no instances where an intervention phase score is lower than a baseline
phase score. This result is indicative of improvement in the treatment phase.
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4.4a Name of the technigue: Nonoverlap of all pairs (NAP)

4.4b Authors and suggested readings: The NAP was proposed by Parker and Vannest (2009) as a
potential improvement over the PND. The authors offer the details for this procedure.

4.4c Software that can be used: The NAP can be obtained via a web-based calculator available at
http://www.singlecaseresearch.org (Vannest, Parker, & Gonen, 2011). Its result is also part of the
output of the code for the Tau-U reviewed in a subsequent section.

4.4d How to obtain the software: The URL is typed and the NAP Calculator option is selected
from the Calculators menu. It is also available directly at
http://www.singlecaseresearch.org/calculators/nap

)/ [ NAP Calculator | Single C- x \ W

1 www.singlecaseresearch.org/calculators/nap
« e = g g

SINGLE CASE RESEARCH™

Home Calculators Coming Soon Idea Cente

contrast chart clear all

A < B
4 8
7 10
5 9
6 7
9
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4.4e How to use the software:

Each column represents a phase (e.g., first column is A and second column is B). The scores are
entered in the dialogue boxes. The headings for each of the columns should be marked in order
to obtain the quantification via the contrast option. Clicking on contrast the results are obtained.

Results

combine | toweighted | remove @ clearall = download all

id Label S PAIRS NAP VARs SD SDnap Z P Value CI 85% CI 90%

0o AvsB 19 20 0.9750 66.6667 8.1650 0.4082 2.3270 0.0200 0.362<>1.538 0.278<>1.622

4.3f How to interpret the results: There are 4 baseline phase measurements and 5 intervention
phase measurements, which totals 4 x 5 = 20 comparisons. There is only one case of a tie: the
second baseline phase measurement (equal to 7) and the fourth intervention phase measurement
(also equal to 7). However, ties count as half overlaps. Therefore the number of nonoverlapping
pairs is 20 — 0.5 = 19.5 and the proportion is 19.5/20 = 0,975, which is the value of NAP. Among
the potentially useful information for applied researchers, the output also offers the p value (0.02
in this case) and the confidence intervals with 85% and 90% confidence. In this case, given the
shortness of the data series these intervals are rather wide and actually include impossible values
(i.e., proportions greater than 1).
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4.5a Name of the techniqgue: Improvement rate difference (IRD)

4.5b Authors and suggested readings: The IRD was proposed by Parker, Vannest, and Brown
(2009) as a potential improvement over the PND. The authors offer the details for this procedure,
but in short it can be said that the number of improved baseline measurements (e.g., greater than
intervention phase measurements when the aim is to increase target behaviour) is subtracted
from the number of improved treatment phase measurements (e.g., greater than baseline phase
measurements when the aim is to increase target behaviour). Thus it can be thought of as the
difference between two percentages.

4.5¢ Software that can be used: The IRD can be obtained via a web-based calculator available at
http://www.singlecaseresearch.org (Vannest, Parker, & Gonen, 2011). Its result is also part of the
output of the code for the Nonoverlap of all pairs and Tau-U reviewed also in this document.

4.5d How to obtain the software: The URL is typed and the NAP Calculator option is selected
from the Calculators menu. It IS also available directly at
http://www.singlecaseresearch.org/calculators/ird

yu IRD Calculator | Single Ca: % \ Y

€« C' [} www.singlecaseresearch.org/calculators/ird

SINGLE CASE RESEARCH™

Home Calculators Coming Soon Idea Center

m chart clear all

v A 7 B
4 8
7 10
3 9
6 7

ol
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4 5e How to use the software:

Each column represents a phase (e.g., first column is A and second column is B). The scores are
entered in the dialogue boxes. The headings for each of the columns should be marked in order
to obtain the quantification clicking the IRD option. The results are presented below.

output

removed from A

removed from B 7

IRD 0.8000

4.5f How to interpret the results: From the data it can be seen that there is only one tie (the value
of 7) but it is not counted as an improvement for the baseline phase and, thus, the improvement
rate for baseline is 0/4 = 0%. For the intervention phase, there are 4 scores that are greater than
all other baseline scores and 1 that is not, thus, 4/5 = 80%. The IRD is 80% — 0% = 80%. The
IRD can also be computed considering the smallest amount of data points that need to be
removed in order to achieve lack of overlap. In this case, removing the fourth intervention phase
measurement (equal to 7) would achieve this. In the present example, eliminating the second
baseline phase measurement (equal to 7) would have the same effect.
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4.6a Name of the technique: Tau-U

4.6b Authors and suggested readings: Tau-U was proposed by Parker, Vannest, Davis, and
Sauber (2011). The review and discussion by Brossart, Vannest, Davis, and Patience (2014) is
also recommended to fully understand the procedure.

4.6c Software that can be used: The Tau-U can be obtained via the online calculator
http://www.singlecaseresearch.org/calculators/tau-u  (see also the demo video at
http://www.youtube.com/watch?v=EIZqqg_XqPxc). However, its proponents also suggest using
the R code developed by Kevin Tarlow.

4.6d How to obtain the software: The R code for computing Tau-U is available at
https://dl.dropboxusercontent.com/u/2842869/Tau_U.R When the URL is open, the R code
appears (or can be downloaded clicking the right button of the mouse and selecting Save As...).
Once downloaded, it is a text file that can be opened with a word processor such as Notepad or
saved. The file contains instruction for working with it and we recommend consulting them.

<« C' & https://dl.dropboxusercontent.com/u/2842869/Tau_U.R

# R SYNTAX COPYRIGHT (C) 2813 KEVIN TARLOW

#

# This work is licensed under the Creative Commons

# Attribution-MonCommercial 3.8 Unported License.

# To view a copy of this license, wisit

# http://creativecommons.orgflicenses/by-nc/3.8/deed. en_US.

#

# You are free to copy, distribute, transmit, and adapt

# the work under the following conditions: Back

#

# Attribution - You must attribute the work in the manner

% specified by the author, KEVIN TARLOW (but not in any way

# that suggests that the author endorses you or your use Reload

# of the work).

:
# MNoncommercial — You may not use this work for commercial .

# purposes. Print...

® Translate to English
# Please direct all ceorrespondence regarding this license )

# to <kevin.tarlow@gmail.com: View page source

4.6e How to use the software:

First, the Tau-U code requires an R package called “Kendall”, which should be installed
(Packages = Install package(s)) and loaded (Packages = Load package).
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Packages | Windows Help

-
Packages

KATforDCEMRI
keirt

kdetrees

kedd

kelvin

kequate
kerdiest
kernelFactory
kernelPop
kernlab
KernSmooth
KernSmoothIRT

Load package...

Set CRAN mirror...

Select repositories...

KFAS
KFKSDS
kin.cohort
kinfit

I Install package(s)...

Update packages...

Install package(s) from local zip files...

=

| oK

E==n

-]

Packages | Windows Help

Select one

Load package...

Set CRAM mirror...
Select repositories...
Install package(s)..
Update packages...

Install package(s) from local zip files..,

foreign
formath
Formula
ggplot2
graphics
grDevices
grid
gtable
highr
Hrmisc

KernSmooth
knitr
labeling
lattice

leaps

Imed

-

[ ok

) [

>

Second, a data file should be created with the following structure
Time variable representing the measurement occasion; the second column includes a Score
variable with the measurements obtained; the third column includes a dummy variable for Phase
(O=baseline, 1=treatment). This data file can be created in Excel and should be saved with the

.csv extension.

|lg )y = [=

: the first column includes a

H-:um Inser | Page | Form | Datz | Revii | View | Acro

j '* é = % & -sz E
Paste = Font | Alignment) Mumber| Styles | Cells d
Clipboard =
E11 - Fe |
A B C D | E
1 Time Score Phase
2 1 4 1]
3 2 7 L]
4 3 3 1]
5 4 ] L]
i 3 8 1
7 ] 10 1
8 7 9 1
9 8 7 1
1 9 1
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T H <« Single-case pr... » Datasets v & Search Datasets o
Organize « Mew folder EEN (7]
& Downloads *  MNarme Date modified Type
LD Music i
) 1 Tau.csv 3/30/2015 2:03 PM Microsofy
Lﬁl Pictures
| B Videos
i, Local Disk ()
. v < >
File name: | 1 Tau.csw v|
Save as type: | CSV (Maantosh) (*.csv) W |
Authors:  WorkStation Tags: Add atag
{é} Hide Folders Tools - | Save | | Cancel |

When trying to save as .csv, the user should answer the first question with OK...

The selected file type does not support workbooks that contain multiple sheets.

A » To save only the active sheet, dick OK.
» To save &ll sheets, save them individually using a different file name for each, or choose a file type that supports multiple sheets.

... and the second question with Yes.

1Tau.csv may contain features that are not compatible with CSV (Macintosh). Do you want to keep the workbook in this format?

o « To keep this format, which leaves out any incompatible features, didk Yes.
« To preserve the features, didk Mo. Then save a copy in the latest Excel format.
« To see what might be lost, dick Help.

The data file can be downloaded from
https://www.dropbox.com/s/tfk8m9tpybmzo7q/1%20Tau.csv?dl=0. After saving in the .csv

format, the file actually looks as shown below.
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"] 1Tau.csv - Notepad
File Edit Format WView Help

Time,Score,Phase

- b e
-
&=

™

[ a

™

[~

(e -« UL (s L TRN W o B A W [y S [y S
-
(e R I T o B T o I (R =

Third, the code corresponding to the functions (in the beginning of the file) is copied and pasted
into the R console. The code for the function ends right loading the Kendall package.

ao‘ 2 https://dl.dropboxusercontent.corn/u/2842868/Tau_U.R P-B8EBcC |

File Edit View Favourites Tools Help

2 ESPRM Marseille 2014 - May 26...

# LOAD 'EENDALL' PACKAGE
library (Kendall) % load B package "Eendall"

# LOAD EAW DATZ

cat ("\n *&%x%% Prezz ENTER to zelect .cav data file **=+%%* ‘nn")
line <- readline() # wait for user to hit ENTER
data <- read.csv(file.choo=ze|()) # get data from .csv file

names (data) <- c("Time", "Score", "Phase™)

A «- darta[data$iPhase==0,] # =3plit data into A and B phases
E «<- data[data$FPhasze==1, ]

X <— c(AETime, B:Time) # zet % to Time and ¥ to Scores
v «<— Cc[AR35core, BSScore)
# CEEATE TRANSFOBMED DATA FOR PHASE A TREND CONTROL USING REGRESSION

# Tran=sform Phase A Data

ime
core

XA <— A

ST
vA «— AES

Fourth, the code for choosing a data file is also copied and passed into the R console:

Copy-Paste 1) cat("\n ***** press ENTER to select .csv data file ***** \n")
Copy-Paste 2) line <- readline() # wait for user to hit ENTER
The user presses ENTER twice

Copy-Paste 3) data <- read.csv(file.choose()) # get data from .csv file
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The user selects the data file from the folder containing it.

Select file

Lookin: | | Datasets v @ F e @
Mame : Date modified Ty
[ 15CDA 725 238PM 0 T
(25]1 Tau.csv 3/30/20152:12PM M
1 Tauxdsx 3/30/2015 2:02 PM M
< >
File pame: 1 Tau.cav W Open
Files of type: | Al files (=) W Cancel

Sixth, the rest of the code is copied and pasted into the R console, without modifying it. The
numerical values for the different versions of Tau-U are obtained in the R console itself, whereas
a graphical representation of the data pops up in a separate window.

> print (round (printTaul, 4))

kR wvs B trendd trendB A vs B - trendld A vs B + trendB A vs B + trendB - trendd
$#pairs 20.0000 6€.0000 10.0000 26.0000 30.0000 36.0000
#pos 13.0000 4.0000 4.0000 HAR jory HA
#neg 0.0000 2.0000 5.0000 HAR jory HA
] 13.0000 2.0000 -1.0000 17.0000 18.0000 16.0000
Tau 0.9500 0.3333 -0.1000 0.6538 0.6000 0.4444
S0 (5) 8.0966 2.9438 3.9581 8.6152 9.0370 9.4868
VLR (5) 65.5556 8.6667 15.68667 74,2222 81.6667 90.0000
E 0.0282 0.7341 1.0000 0.0633 0.0588 0.1138

Original Data

Score
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4.6f How to interpret the results: The table includes several pieces of information. In the first
column (A vs B), the row entitled “Tau” provides a quantification similar to the Nonoverlap of
all pairs, as it is the proportion of comparisons in which the intervention phase measurements are
greater than the baseline measurements (19 out of 20, with 1 tie). Here the tie is counted as a
whole overlap, not a half overlap as in NAP, and thus the result is slightly different (0.95 vs.
NAP = 0.975).

The second column (“trendA”) deals only with baseline data and estimates baseline trend as the
difference between increasing data points (a total of 4: 7, 5, 6 greater than 4; 6 greater than 5)
minus decreasing data points (a total of 2: 5 and 6 lower than 7) relative to the total amount of
comparisons that can be performed forwards (6: 4 with 7, 5, and 6; 7 with 5 and 6; 5 with 6).

The third column (“trendB”) deals only with intervention phase data and estimates intervention
phase trend as the difference between increasing data points (a total of 4: 10 greater than 8; the
first 9 greater than 8; the second 9 greater than 8 and 7) minus decreasing data points (a total of
5: first 9 lower than 10; 7 lower than 8, 10, and 9; second 9 lower than 10) relative to the total
amount of comparisons that can be performed forwards (10: 8 with 10, 9,7, and 9; 10 with 9, 7,
and 9; 9 with 7 and 9; 7 with 9).

The following columns are combinations of these three main pieces of information. The fourth
column (A vs B — trendA) quantifies nonoverlap minus baseline trend; the fifth column (A vs B
+ trendB) quantifies nonoverlap plus intervention phase trend; and the sixth column (A vs B +
trendB — trendA) quantifies nonoverlap plus intervention phase trend minus baseline trend.

It should be noted that the last row in all columns offers the p value, which makes possible
making statistical decisions.

The graphical representation of the data suggests that there is a slight improving baseline trend
that can be controlled for. The numerical information commented above also illustrates how the
difference between the two phases (a nonoverlap of 95%) appears to be smaller once baseline
trend is accounted for (reducing this value to 65.38%).
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4.7a Name of the technique: Percentage of data points exceeding median trend (PEM-T)

4.7b Authors and suggested readings: The PEM-T was discussed by Wolery, Busick, Reichow,
and Barton (2010). It can be thought of as a version of the Percentage of data points exceeding
the median (Ma, 2006), but for the case in which the baseline data are not stable and thus the
median is not a suitable indicator.

4.7c Software that can be used: The first author of this tutorial (R. Manolov) has developed R
code that can be used to implement the index.

47d How to obtain the software: The R code can be downloaded via
https://www.dropbox.com/s/rlk3nwfoya7rm3h/PEM-T.R?dI=0. It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed.

4.7e How to use the software: When the text file is downloaded and opened with Notepad, the
scores are inputted after score <- c¢( separating them by commas. The number of data points
corresponding to the baseline are specified after n_a <- . Note that it is important to specify
whether the aim is to increase behaviour (the default option) or to reduce it, with the text written
after aim <- within quotation marks.

# This code allows obtaining the percentage of data points exceeding
# median (split-middle) trend as presented by

#

# Wolery, M., Busick, M., Reichow, B., & Barton, E. E. (2618).

# Comparison of overlap methods for gquantitatively synthesizing

# single-subject data. Journal of S5pecial Education, 44, 18-29.

#

# A graphical representation is also provided.

This is the only part of the code
# Input data

<- c(2,4,4,6,6,8,11,12,11,14,16) that needs to be changed:
score <- ¢(2,4,4,6,6,8,11,12,11,14,
na<-5 INPUT DATA

# Specify the aim of the interwvention: "increase" or "reduce" target behavior
aim <- "increase" # Alternatively "reduce SPECIFY AIM

# THIS PART OF THE CODE MEEDS NOT BE CHANGED
# only copy-paste it in the R console

# Objects needed for the calculations
nsize <- length(score)
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Thi=z code allows obtaining the percentage of data points exceeding
median (split-middle) trend as presented by

F

F

F

# Wolery, M., Busick, M., EReichow, B., & Barton, E. E. (2010).
# Comparison of overlap methods for guantitatively svnthesizing
# zingle-subject data. Journal of Special Education, 44, 18-29.
F
F
F

A graphical representation iz also provided.

s

# Input data
zcore <- cf{1,3,5,5,10,8,11,14)
na <-4

# Specify the aim of the intervention: "increase" or "reduce" target behavior
aim <- "increase" F Alternatively "reduce"

PRI TR TR TR AT AR AT A AT AT AR I FAFFAFRAFAAFAFAAFFF7
# THIS PART OF THE CODE NEEDS NOT BE CHANGED
# only copy-paste it in the E console

After inputting the data and specifying the aim (“increase” or “decrease”), the whole code (the
part that was modified and the remaining part) is copied and pasted into the R console.

pem t <- (counter/length(bl))*166

Undo
# Plot data Cut
plot({indep,score, xlim=c(indep[l1],indep[length(indep)]), c
. oz . opy
lines(indep[l:n_a],score[l:n_a],lty=2) Boct
e

lines(indep[(n_a+l):nsize],score[(n_a+l):nsize],lty=2)
abline (v=(n_a+8.5)) Delete
points(indep, score, pch=24, bg="black")

o ¢ . . . - Select All
title(main="Data exceeding split-middle trend")

Right to left Reading order

# Split-middle trend & projections with limits
lines(indep[1:n_a],sm.trend[1:n_a])
lines(indep[(n_a+1):nsize],projected[l:(nsize-n_a)])

Show Unicode control characters

Inzert Unicode control character

Open IME

Reconversion

Print information
print("Percentage of data points exceeding split-middle
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R iz a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()"'" on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help(}' for on-line help, or
'help.=start ()" for an HTML browser interface to help.
Type 'g()}' to guit R.

[Previously saved workspace restored]

> |
Copy Ctrl+C
Paste Ctrl+V

Paste cornmands only

Copy and paste Ctrl+ X

Finally, the result is obtained in a numerical form in the R console and the graphical
representation of the data appears in a separate window. The split-middle trend fitted to the
baseline and its extension into the intervention phase are depicted with a continuous line, with
the aim to make easier the visual inspection of improvement over the trend.

> print ("Percentage of data points exceeding split-middle trend™)
[1] "Percentage of data points exceeding split-middle trend™

[1] 75
Data exceeding split-middle trend
j _
™~
o
@
s @
L%
w o,
=5 —
N —

Measurement time
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4.7f How to interpret the results: In this case, the result of PEM-T is 75%, given that 3 of the 4

intervention phase scores are above the split-middle trend line that represents how the

measurements would have continued in absence of intervention effect.

Note that if we apply PEM-T to the same data as the remaining nonoverlap indices the result will
be the same as for the Percentage of data points exceeding the median, which does not control
for trend, but it will be different from the result for the Percentage of nonoverlapping corrected
data, which does control for trend. The reason for this difference between PEM-T and PNCD is
that the formed estimates baseline trend via the split-middle method, whereas the latter does it

through differencing.

Score

10

Data exceeding split-middle trend

Measurement time
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4.8a Name of the technique: Percentage of nonoverlapping corrected data (PNCD)

4.8b Authors and suggested readings: The PNCD was proposed by Manolov and Solanas (2009)
as a potential improvement over the PND. The authors offer the details for this procedure. The
procedure for controlling baseline trend is the same as for the Slope and level change technique.

4.8c Software that can be used: The PNCD can be calculated using R code created by the first
author of this tutorial (R. Manolov).

4.8d How to obtain the software:

The R code for estimating and projecting baseline trend is available at
https://dl.dropboxusercontent.com/s/8revawnfrnrttkz/PNCD.R

When the URL is open, the R code appears (or can be downloaded via
https://www.dropbox.com/s/8revawnfrnrttkz/PNCD.R?dI=0). It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed.

E PMNCD.R - Notepad
File Edit Format View Help

# Manolov, R., & Solanas, A. (2809). Percentage of nonoverlapping corrected data.
# Behavior Research Methods, 41, 1262-1271.
#

# The R script also offers a graphical representation of the actual and detrended data

S The only part of the code
that needs to be changed:
# MODIFY THE EXAMPLE AB-DATA SET ACCORDING TO YOUR DATA |NPUT DATA

# Example data set: baseline measurements change the values within ()

phaseA <- ¢(9,8,8,7,6,7,7,6,6,5)

# Example data set: intervention phase measurements change the values within ()
phaseB <- ¢(5,6,4,3,3,6,2,2,2,1)

# Specify whether the intervention should increase or reduce the behavior
aim <- "reduce” # Alternatively aim <- "increase” gPECIFY AIM

R

# THE FOLLOWING CODE NEEDS MNOT BE CHANGED

4.8e How to use the software: When the text file is downloaded and opened with Notepad, the
baseline scores are inputted after phaseA <- c( separating them by commas. The treatment phase
scores are analogously entered after phaseB <- ¢(. Note that it is important to specify whether the
aim is to reduce behaviour (the default option) or to increase it, as it is in the running example.

49



https://dl.dropboxusercontent.com/s/8revawnfrnrttkz/PNCD.R
https://www.dropbox.com/s/8revawnfrnrttkz/PNCD.R?dl=0

SCED analytical resources for applied researchers

# MODIFY THE EXAMPLE AB-DATAR SET ACCORDING TO YOUR DATA

# Example data set: baseline measurements change the wvalues within ()

phasel <— c(4,7,5,6)

# Example data set: intervention phase measurements change the values within ()
phaseB <- c(8,10,%,7,9)

# Specify whether the intervention should increase or reduce the behavior

>
>
>
>
>
>
>
>
> aim <- "increase"
>

After inputting the data and specifying the aim (“increase” or “decrease”), the whole code (the
part that was modified and the remaining part) is copied and pasted into the R console.

. - Cut
pndcorr <- {(countcorr/n_b)*10€
print ("The percent of nonover Copy |
Paste
Delete
Select All

PND on corrected data: Aim to

if_(aim == “reduce") Right to left Reading order

Show Unicode control characters
countcorr <- @

for {iter‘tl in l:n_b:} Insert Unicode control character r

if (phaseBcorr[iterd] < min( Open IME E

Reconwversion

pndcorr <- (countcorr/n_b)*10€}
print ("The percent of nonoverlapping corrected data is"); print

R iz a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()"'" on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help(}' for on-line help, or
'help.=start ()" for an HTML browser interface to help.

Type '"g(}'" to guit R.
[Freviously saved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V

Paste cornmands only

Copy and paste Ctrl+X

The result of running the code is a graphical representation of the original and detrended data, as
well as the value of the PNCD.
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Original data

{

Variable of interest

3456789

Measurement time

Detrended data

Variable of interest
3 B
L1

Measurement time

4.8f How to interpret the results: The quantification obtained suggests that only one of the five
treatment detrended scores (20%) is greater than the best baseline detrended score (equal to 6).
Therefore, controlling for baseline trend implies a change in the result in comparison to the ones
presented above for the Nonoverlap of all pairs or the Percentage of nonoverlapping data.

[1] "The percent of nonoverlapping corrected data is"
[1] 20
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Chapter 5.

Percentage indices not quantifying overlap
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5.1a Name of the technique: Percentage zero data (PZD)

5.1b Authors and suggested readings: The PZD was discussed by Wolery, Busick, Reichow, and
Barton (2010). It is used as a complement to the Percentage of nonoverlapping data, given the
need to avoid a baseline reaching floor level (i.e., 0) yielding a PND equal to 0, which may not
always represent treatment effect correctly. Such use is illustrated by the meta-analysis
performed by Wehmeyer et al. (2006). The PZD is thus appropriate when the aim is to reduce
behaviour to zero.

5.1c Software that can be used: The first author of this tutorial (R. Manolov) has developed R
code that can be used to implement the index.

51d How to obtain the software: The R code can be downloaded via
https://www.dropbox.com/s/k57dj32qyit934g/PZD.R?dI=0. It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed.

5.1e How to use the software: When the text file is downloaded and opened with Notepad, the
scores are inputted after score <- c¢( separating them by commas. The number of data points
corresponding to the baseline are specified after n_a <- .

# This code allows obtaining the percentage zero data,
# according to the description provided in

# Wolery, M., Busick, M., Reichow, B., & Barton, E. E. (2818).
# Comparison of overlap methods for quantitatively synthesizing
# single-subject data. Journal of Special Education, 44, 18-29,

This is is the only part of
score <- ¢(7,5,6,7,5,4,0,1,08,2) the code that needs to be
na<-5 changed: INPUT DATA

# Data input

# THE REMAINING PART OF THE CODE NEEDS NOT BE CHANGED

# Data manipulations
n_ b <- length(score)-n_a
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Thi= code allow=s obtaining the percentage zero data,
according to the description provided in

W e

Wolery, M., Bu=sick, M., BReichow, B., & Barton, E. E. (2010).
Comparizon of overlap methods for guantitatively synthesizing
zingle-subject data. Journal of Special Education, 44, 18-29,

L2

e e e e

# Data input
zcore <- c{2,8,8,7,6,3,2,0,0,1,0)
na<-4

L2223
# THE BEMATNING PART OF THE CODE NEEDS NOT BE CHANGED

WONCOWONM WM N W N W N Y Y Y

After inputting the data, the whole code (the part that was modified and the remaining part) is
copied and pasted into the R console.

n Undo

if ((score[n_a+i]!=0) && (counter 8 Cut +
| Copy |
Paste

Plot data

indep «<- 1l:length(score)
plot(indep,score, xlim=c(indep[1l],inde Select All
abline (v=(n_a+B.5))

for (i in 1:length(score)) if (score[i
for (i in 1l:length(score)) if (score[i
lines(indep[1:n_a],score[l:n_a],lty=2) Insert Unicode contral character
lines(indep[(n_a+1):length(score)],scc

Delete

Right to left Reading order

Show Unicode control characters

Open IME

pzd <- (counter @ [ counter_after)*18€ Reconversion
print("Percentage of zero data after first intervention ¢ 1s acnieved );

R i=s a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation() "' on how to cite R or R packages in publications.

IType 'demo()' for some demos, '"help()' for on-line help, or
'help.=start () ' for an HTML browser interface to help.
Type 'gi{)" to guit R.

[Previously saved workspace restored]

> |

Copy Ctrl+C
Paste Chrl+Y

Paste commands only
Copy and paste Ctrl+X
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Finally, the result is obtained in a numerical form in the R console and the graphical
representation of the data appears in a separate window. The intervention scores equal to zero are
marked in red, in order to make easier the visual inspection of consecution of the best possible
result when the aim is to eliminate the target behaviour..

> print ("Percentage of =zero data after first intervention 0 i=s achiewved™)
[1] "Percentage of zero data after first intervention 0 i=s achiewved”
[1] 75

Percentage zero data
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5.1f How to interpret the results: In this case, the result of PEM-T is 75%, given that 3 of the 4
intervention phase scores are above the split-middle trend line that represents how the
measurements would have continued in absence of intervention effect. A downward trend is
clearly visible in the graphical representation indicating a progressive effect of the intervention.
In case such an effect is considered desirable and an immediate abrupt change was not sought for
the result can be interpreted as suggesting an effective intervention.
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5.2a Name of the technique: Percentage reduction data (PRD) and Mean baseline reduction
(MBLR).

5.2b Authors and suggested readings: The percentage reduction data was described by Wendt
(2009), who attributes it Campbell (2004), as a quantification of the difference between the
average of the last three baseline measurements and the last three intervention phase
measurements (relative to the average of last three baseline measurements). It is referred to as
“Percentage change index” by Hershberger, Wallace, Green, and Marquis (1999), who also
provide a formula for estimating the index variance. Campbell (2004) himself uses an index
called Mean baseline reduction, in which the quantification is carried out using all measurements
and not only the last three in each phase. We here provide code for both of the mean baseline
reduction and percentage reductiondata in order to compare their results. Despite their names, the
indices are also applicable to situations in which an increase in the target behaviour is intended.

5.2c Software that can be used: The first author of this tutorial (R. Manolov) has developed R
code that can be used to implement the indices.

52d How to obtain the software: The R code can be downloaded via
https://www.dropbox.com/s/wtlqu6g7j2In764/MBLR.R?dI=0. It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed.

5.2e How to use the software: When the text file is downloaded and opened with Notepad, the
scores are inputted after score <- c¢( separating them by commas. The number of data points
corresponding to the baseline are specified after n_a <- . It is important to specify whether the
aim is to increase or reduce behaviour, with the text written after aim <- within quotation marks.

This code allows obtaining the mean baseline reduction as presented by (Campbell, 2804)
and the percentage reduction data as described by Wendt (2809) +
a graphical representation of the data.

Campbell, 1. M. (20884). Statistical comparison of four effect sizes for
single-subject designs. Behavior Modification, 28, 234-246.

Wendt, 0. (2809). Calculating effect sizes for single-subject experimental designs:

An overview and comparison. Paper presented at The Ninth Annual Campbell

Collaboration Colloquium, Oslo, MNorway. Downloaded from

http://wnw. campbellcollaboration.org/artman2/uploads/1/Wendt calculating effect sizes.pdf

B T T T agers

. This is the only part of the code that needs to
# Data input

score <- ¢(5,6,7,5,5,7,7,6,8,9,7) be changed:
na<-5 INPUT DATA

# Specify the aim of the intervention: "increase" or "reduce” target behavior
aim <- "increase" # Alternatively "reduce”

SPECIFY AIM

# THE REMAINING PART OF THE CODE MEEDS NOT BE CHANGED
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r R R AR ARSI IR AR IIFAIIIAAIAATIAAAAAS

>

> # Data input

> score <- c{4,7,5,6,8,10,5,7,9)

>na <-4

>

> # Specify whether the intervention should increase or reduce the behavior
> aim <- "increase" # Altermatively aim <- "reduce"

>

e
> # THE REMAINING PART OF THE CODE NEEDS NOT BE CHANGED

After inputting the data and specifying the aim (“increase” or “decrease”), the whole code (the
part that was modified and the remaining part) is copied and pasted into the R console.

indep <- 1l:length{score)

plot{indep,score, xlim=c(indep[1l],indep[length{in
lines(indep[1:n_a],score[1:n_a],lty=2)
lines(indep[(n_a+1):length({score)],score[(n_a+l): Cut

Undo

abline (v=(n_a+8.5)) | Copy
points(indep, score, pch=24, bg="black") e
title(main="Mean baseline change [blue] + Percent

Delete

Split-middle trend & projections with limits Select All

lines(indep[l:n_a],rep(mean(phaseA),n_a),col="blu
lines(indep[(n_a+1):1length(score)],rep(mean(phase Right to left Reading order
lines(indep[(n_a-2):n_a],rep((sum_a/3),3),1ty=3,c Show Unicode control characters

lines(indep[(n_a+n_b-2):length(score)],rep((sum b Insert Unicode control character

Open IME
the FES”1t5_ Reconversion
“reduce”) {print(“Mean baseline reductitr s B oy o mm—

"reduce") {print("Percentage reduction data"); print{prd)} else {

R i= a collaborative project with many contributors.
Type 'contributors()' for more information and
'egitation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()' for an HITML browser interface to help.
Type '"g{)' to guit R.

[Previously =aved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V
Paste commands only

Copy and paste Ctrl+X
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Finally, the result is obtained in a numerical form in the R console and the graphical
representation of the data appears in a separate window.

5.2f How to interpret the results: Given that the user could specify the aim of the intervention,
the results are presented in terms of increase if the aim was to increase target behaviour and in
terms of reduction if that was the aim. In this case, the aim was to increase behaviour and the
results are positive. It should be noted that the difference is greater when considering all
measurements (MBLR — an increase of 56% of the baseline level) than when focussing only on
the last three (PDR — an increase of 39% with respect to the final baseline measurements).

> # Print the results

> if (aim == "reduce™) {print("Mean baseline reduction™); print (mblr)}
[1] "Mean baseline increase™

[1] S56.36364

> if (aim == "reduce™) {print("Percentage reduction data™), print(prd):}
[1] "Percentage increase data"™

[1] 38.88889

> print ("Variance of the Percentage change index = "); print(var_prd)

[1] "Variance of the Percentage change index = "

[1] 2.226667

Regarding the graphical representation, the means for the whole phases are marked with a blue
continuous line, whereas the means for the last three points in each condition are marked with a

red dotted line.

MBLR [blue] + PRD [red]

10

Score
7
|

Measurement time
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Given that for PRD the variance can be estimated using Hershberger et al.’s (1999) formula
1
Var(PRD) = g(

2 S
Si+sh n (Xa—%p)*

S > ) we present this result here, as it is also provided by the

code.
> print ("Variance of the Percentage change index = "); print(var prd)
[1] "Wariance of the Percentage change index = "

[1] 2.2286887

The inverse of the variance of the index can be used as weight when integrating meta-
analytically the results of several AB-comparisons.
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Chapter 6.

Unstandardized indices and

their standardized versions
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6.1a Name of the technique: Ordinary least squares (OLS) regression analysis

6.1b Authors and suggested readings: OLS regression analysis is a classical statistical technique.
The bases for modelling single-case data via regression can be consulted in Huitema and
McKean (2000), although the discussion in Moeyaert, Ugille, Ferron, Beretvas, & Van den
Noortgate (2014) about multilevel models is also applicable (i.e., multilevel analysis is an
extension of the single-level OLS). Further information is provided by Gorsuch (1983) and
Swaminathan, Rogers, Horner, Sugai, and Smolkowski (2014) and Swaminathan, Rogers, and
Horner (2014). In the current section we focus on the unstandardized difference between
conditions as presented by Swaminathan and colleagues and referred to as dag. It is the results of
the difference between intercept and slopes of two regression lines, one fitted to each of the
phases using the time variable (1, 2, ..., na and 1, 2, ..., ng, for baseline and intervention phase,
respectively) as a predictor. Standardizing is achieved by dividing the raw difference by the
pooled standard deviation of the residuals from the two separate regressions.

6.1c Software that can be used: Regression analysis with the appropriate variables representing
the phase, time, and the interaction between the two can be applied using conventional statistical
packages such as SPSS (IBM Corp., 2012), apart from using the R-Commander. However,
although the main results of OLS regression can easily be obtained with these menu-driven
options, the unstandardized and standardized differences require further computation. For that
purpose the first author of this document (R. Manolov) has developed R code carrying out the
regression analysis and providing the quantification.

6.1d How to obtain the software: The R code for computing the OLS-based unstandardized
difference is available at https://www.dropbox.com/s/vOsee3btolhenod/OLS.R?dI=0. It is a text
file that can be opened with a word processor such as Notepad. Only the part of the code marked
below in blue has to be changed.

6.1e How to use the software: When the text file is downloaded and opened with Notepad, the
scores are inputted after score <- c( separating them by commas. The number of data points
corresponding to the baseline are specified after n_a <- .

E OLS.R - Notepad
File Edit Format View Help

# This code allows obtaining raw and standardized mean difference

# after fitting ordinary least squares regresssion lines separately

# to baseline and intervention phases + a graphical representation.

# The formula for the mean difference is as presented in

#

# Swaminathan, H., Rogers, H. 1., & Horner, R. H. (2014).

# An effect size measure and Bayesian analysis of single-case designs.
# Journal of School Psychology, 52, 213-238.

. This is the only part of the code
# Data input
score <- ¢(4,3,3,8,3, 5,6,7,7,6) that needs to be changed:
n_a <- 5 INPUT DATA

# The following code needs not be changed
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H e e e e e e e

Journal of School Payvchology, 52, 213-230.

# Data input
acore <- c(4,7,5,6,8,10,9,7,9)
na<-4

R A U U U

# The following code needs not be changed

Swaminathan, H., Rogers, H. J., & Horner, K. H.
in effect =2ize measure and Bavesian analvsis of zingle-case dezigns.

Thiz code allows obtaining raw and standardized mean difference
after fitting ordinary least sguares regresssion lines separately
to baseline and intervention phases + a graphical representation.
The formula for the mean difference i=s as presented in

(2014) .

R s e

R R s sss

After inputting the data, the whole code (the part that was modified and the remaining part) is

copied and pasted into the R console.

title(main="0L5 regression lines fitted separately"”’ ot
lines(indep[l:n_a],reg Af$fitted,col="red") Copy
lines(indep[(n_a+1):length(score)],reg B%fitted,col-
text(0.8,reg Abcoefficients[[1]],paste("bB=",round(t Paste
text(n_a+0.8,reg B$coefficients[[1]],paste("bB=",rol Delete
Select All

# Compute values

dAB <- reg Bfcoefficients[[1]] - reg Afcoefficients]|
res <- (sd{reg A$residuals)+sd(reg Bfresiduals))/2
dAB std <- dAB/res

# Prnt results
print(“0LS unstandardized difference™); print(dAB)
print("0LS standardized difference"); print(dAB std’}

E iz a collakorative project with many contributors.

Type 'contributors()' for more information and

Right to left Reading order
Show Unicode control characters

Insert Unicode control character

Open IME

Reconversion

'citation()"' on how to cite R or R packages in puklications.

Type 'demo()' for some demns, 'help()' for on-line help, or
"help.start()' for an HIML browser interface to help.

Type 'g()' to gquit R.
[Previously saved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V
Paste commands only

Copy and paste Ctrl+X
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6.1f How to interpret the results: The output is presented in numerical form in the R console.
Given that the frequency of behaviours is measured the result is also expressed in number of
behaviours, with the difference between the two conditions being equal to 0.9. This summary
measure is the results of taking into account the difference in intercept of the two regression lines
(4.5 and 8.9, for baseline and intervention phase, respectively) and the difference in slope (0.4
and —0.1, for baseline and intervention phase, respectively), with the latter also paying attention
to phase lengths.

> # Prnt results
> print ("CLS unstandardized difference™); print (daAB)
[1] ™CLS unstandardized difference™

[1] 0.9

Regarding the standardized version, it provides the information in terms of standard deviations
and not in the original measurement units of the target behaviour. In this case, the result is a
difference of 0.77 standard deviations. It might be tempting to interpret a standardized difference
according to Cohen’s (1992) benchmarks, but such practice may not be justified (Parker et al.,
2005). Thus, whether this difference is small or large remains to be assessed by each
professional.

> print ("OLS standardized difference™); print(daB std)

[1] "CLS standardized difference™
[1] 0.7808184

The numerical result accompanied by a graphical representation of the data, the regression lines,
and the values for intercept and slope. This plot pops up as a separate window in R.

OLS regression lines fitted separately
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6.2a Name of the technique: Piecewise regression analysis

6.2b Authors and suggested readings: The piecewise regression approach, suggested by Center,
Skiba and Casey (1985-1986), allows estimating simultaneously the initial baseline level (at the
start of the baseline condition), the trend during the baseline level, and the changes in level and
slope due to the intervention. In order to get estimates of these 4 parameters of interest, attention
should be paid to parameterization of the model (and centring of the time variables) as this
determines the interpretation of the coefficients. This is discussed in detail in Moeyaert, Ugille,
Ferron, Beretvas, and Van den Noortgate (2014). Also, autocorrelation and heterogeneous
within-case variability can be modelled (Moeyaert et al., 2014). In the current section we focus
on the unstandardized estimates of the initial baseline level, the trend during the baseline, the
immediate treatment effect, the treatment effect on the time trend, and the within-case residual
variance estimate. We acknowledge that within one study, multiple cases can be involved and as
a consequence standardization is needed in order to make a fair comparison of the results across
cases. Standardization for continuous outcomes was proposed by Van den Noortgate and
Onghena (2008) and validated using computer-intensive simulation studies by Moeyaert, Ugille,
Ferron, Beretvas, and Van den Noortgate (2013). The standardization method they recommend
requires dividing the raw scores by the estimated within-case residual standard deviation
obtained by conducting a piecewise regression equation per case. The within-case residual
standard deviation reflects the difference in how the dependent variable is measured (and thus
dividing the original raw scores by this variability provides a method of standardizing the
scores).

6.2c Software that can be used: Regression analysis with the appropriate variables representing
the phase, time, and the interaction between phase and centred time can be applied using
conventional statistical packages such as SPSS (IBM Corp., 2012), apart from using the R-
Commander. However, the R code for simple OLS regression needed an adaptation and therefore
code has been developed by M. Moeyaert and R. Manolov.

6.2d How to obtain the software: The R code for computing the piecewise regression equation
coefficients is available at https://www.dropbox.com/s/bt9Ini2n2s0rv71/Piecewise.R?dI=0.
Despite its extension .R, it is a text file that can be opened with a word processor such as
Notepad..

6.2e How to use the software: A data file should be created with the following structure: the first
column includes a Time variable representing the measurement occasion; the second column
includes a Score variable with the measurements obtained; the third column includes a dummy
variable for Phase (O=baseline, 1=treatment), the fourth column represent the recoded Timel
variable (Time = 0O at the start of the baseline phase), the fifth column represent the recoded
Time2 variable (Time = 0 at the start of the treatment phase).

Before we proceed with the code a comment on design matrices, in general, and centring, in
particular, is necessary. In order to estimate both changes in level (i.e., is there an immediate
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treatment effect?) and treatment effect on the slope, we add centred time variables. How you
centre depends on your research interested and how you define the ‘treatment effect’. For
instance, if we centre time in the interaction effect around the first observation of the treatment
phase, then we are interested in the immediate treatment effect (i.e., the change in outcome score
between the first measurement of the treatment phase and the projected value of the last
measurement of the baseline phase). If we centre time in the interaction around the fourth
observation in the treatment phase, than the treatment effect refers to the change in outcome
score between the fourth measurement occasion of the treatment phase and the projected last
measurement occasion of the baseline phase. More detail about design matrix specification is
available in Moeyaert, Ugille, Ferron, Beretvas, and Van Den Noortgate (2014).

This data file can be created in Excel and should be saved as a tab-delimited file with the .txt
extension.

H = Piecewise - Fxcel
FILE HOME INSERT  PAGE LAYOUT  FORMULAS DATA  REVIEW
L= ] Y - - = = = l?&_’ - H

o [caiibn -l A A =|5" [General E
By - === B-% » &

Paste )

. & 3= H- % 3% =

Clipboard = Font IF Alignment mo Number

Al - fe | Time

A B C D E F G

1 |Time _lScc:re Phase Timel Time2

2 1 4 0 0 -4

3 2 7 0 1 -3

4 3 5 0 2 -2

5 4 6 0 3 -1

6 5 8 1 4 0

7 6 10 1 5 1

8 7 g 1 6 2

9 8 7 1 7 3

10 g g 1 8 4
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« y0078287 » Desitop » Single-case project vﬂ, S ngle-case o
Organize * New folder I 0
o Libranies
0 Piecewise
&, Pictures
Documents
4. Music
8 videos
& Computer
& OSDisk (C)
& GroupData (G)
b ™ - AN X < L1 ’
File name: Slatann -
Save as type: Text file (tab-delimited) (*.txt) -
Manola Moeyaert Tags: Add a tag
e
» Hide Folders Tools ~ L Save l Cancel

When trying to save as .txt, the user should answer Yes when following window pops up:

Piecewise txk mayw conkain Features that are not compatible with Text (Tab delimited). Do you
want to keep the workbook in this Farmat?

\]‘J) + To keep this Format, which leaves out any incompatible Features, click Yes.
+ To preserve the features, dick Mo, Then save a copy in the latest Excel Farmat,
+ To see what might be lost, click Help,

[ Ves ] [ Mo ] [ Help ]

The data file can be downloaded from
https://www.dropbox.com/s/tvgx0r4qe60i685/Piecewise.txt?dI=0. After saving in the .txt format,
the file actually looks as shown below.

j Piecewise.tit: Bloc de notas

Time Score Phase Timel Time2  Phase timel
1 4 0 0 -4 0
2 7 0 1 -3 0
3 3 0 2 -2 0
4 ] 0 3 -1 0
5 8 1 4 0 0
& 10 1 3 1 1
1 9 1 ] 2 2
8 7 1 7 3 3
@ 9 1 8 4 4
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The data can be loaded into R using the R Commander (by first installing and loading the
Package Rcmdr).

@%@ R Commander — 5

File Edit |Data| Statistics Graphs Models Distributions Tools Help

'@ pat MNew data set. ata set ”@,View data set] Model: ‘ £ <No active mode|>|
Load data set...

R Script |R Merge data sets...

from text file, clipboard, or URL...

Data in packages 4 from SPSS data set...
Active data set 4 from SAS xport file...
Manage variables in active data set ¥ from Minitab data set..
from STATA data set...

[l from Excel, Access or dBase data set...

& R Commander = | I=

File Edit Data 5Statistics Graphs Models Distnbutions Tools Help

W @ read Text Data From Fite, Clipboard, or NS leet |, View data set] Modet: 3 <No active model»

[ Enter name for data set: F"I'Emvisd
Variable names in file:
Missing data indicator:  MA
Location of Data File
@ Local file system

Clipboard

Internet URL
Field Separator

White space

Commas !
% Tabs

Other  Specify
Decimal-Point Character
@ Period []

Comma L]

| @nep | | Sox || % concel |

4 Subm

Alternatively the data file can be located with the following command

Piecewise <- read.table(file.choose(),header=TRUE)

The code is copied and pasted into the R console, without modifying it.
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# Data input: if not imported via E-Commander {(Data - Import from text file). locate data file:
Piecewise <- read table{file choose{) header=TRLE)

The remaining part of the code needs not be changzed

Create necessary objects|

Cut

Copy
Paste

L L — Delete
iphaseB <- PiecewizeSScore[(n a+1)msize

me A<-1n a

R is a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()"' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start ()" for an HTML browser interface to help.
Type 'gi)' to guit R.

[Previously saved workspace restored]

>

Copy Ctrl+C
Paste CurleV |

Paste commands only
Copy and paste Ctrl+X |_

Numerical values for the initial baseline level (Intercept), the trend during the baseline (Timel),
the immediate treatment effect (Phase) and the change in slope (Phase time2); whereas a
graphical representation of the data pops up in a separate window.

Coefficients:
Estimate S5td. Error t walue Pr(>|t])
(Intercept) 4.9000 1.1411 4.2%4 0.00776 *x*
Timel 0.4000 0.6059 0.656 0.54091
Phase 2.3000 1.9764 1.164 0.25703
Phase_timeZ -0.5000 0.7470 -0.669 0.53293
Signif. codes: 0 'x%x' 0 Q001 '*¥%x' Q.01 '*' 0.05 '.' 0.1 " "1

6.2f How to interpret the results: The output is presented in numerical form in the R console. The
dependent variable is the frequency of behaviours. The immediate treatment effect of the
intervention (defined as the difference between the first outcome score in the treatment and the
last outcome score in the baseline) equals 2.3. This means that the treatment induced
immediately an increase in the number of behaviours.

> # Print results

> print ("Piecewise unstandardized immediate treatment effect"); print(Chance Level)
[1] "Piecewlise unstandardized immediate treatment effect”

[11 2.3
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The change between the baseline trend and the trend during the intervention equals —0.5. As a
consequence, the number of behaviours gradually decreases across time during the intervention
phase (whereas there was a positive trend during the baseline phase).

> print ("Piecewise unstandardized change in slope"); print(Chance Slope)
[1] "Piecewise unstandardized change in slope"
[1] -0.5

Regarding the standardized version, it provides the information in terms of within-case residual
standard deviation and not in the original measurement units of the target behaviour. This is to
make the output comparable across cases. In this case, this result is an immediate treatment
effect of 1.67 within-case residual standard deviations and a change in trend of —0.37 within-case
residual standard deviations.

> # Print results

> print ("Piecewise standardized immediate treatment effect"); print(Chance Level s)
[1] "Piecewise standardized immediate treatment effect”

[1] 1.686442

> print ("Piecewise standardized change in slope"); print(Chance Slope s)

[1] "Piecewise standardized change in slope"
[1] -0.3666178

The numerical result accompanied by a graphical representation of the data, the regression (red)
lines, and the values for intercept and slope. The by value represents the estimated initial baseline
level. The b; value is baseline trend (i.e., the average increase or decrease in the behaviour per
measurement occasion during the baseline). The b, value is the immediate effect, that is, the
comparison between the projection of the baseline trend and the predicted first intervention
phase data point. The bz value is the intervention phase slope (bs) minus the baseline trend (by).
Note that the abscissa axis represents the variable Timel, but in the analysis the interaction
between Phase and Time2 is also used. This plot pops up as a separate window in R.

Piecewise regression: Unstandardized effects

10
|
»

o : & h3=-054

@ - k " ’fr
b2=23 ‘\\ /

~ - \h’

Score
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In addition to the analysis of the raw single-case data, the code allows standardizing the data.
The standardized outcome scores are obtained by dividing each raw outcome score by the
estimated within-case residual obtained by conducting a piecewise regression analysis. More
detail about this standardization method is described in Van den Noortgate and Onghena (2008).

The standardized outcome scores are displayed in two different ways. On the one hand, they are
printed in the R console, right before presenting the main results.

> # Print standardized data

» print ("Standardized baseline data"); print(baseline.scores_std)

[1] "Standardized baseline data"™

[1] 2.932942 5.132649 3.666178 4.399413

> print ("Standardized intervention phase data"); print(intervention.scores_std)
[1] "Standardized intervention phase data”™

[1] 5.865885 T7.332356 6.599120 5.132649 6.599120

On the other hand, a file named “Standardized data.txt” is saved in the default working folder
for R, usually “My Documents” or equivalent. This is achieved with the following line included
in the code:

write.table(Piecewise_std, "Standardized_data.txt", sep="\t", row.names=FALSE)

The resulting newly created file has the aspect shown below. Note that the same procedure for
standardizing data can be use before applying multilevel models for summarizing results across
cases within a study or across studies, in case of variables measured in different units.

Mj Standardized_data.tdt

"Time"  "Score" "Phase" "Timel" "Timel" "Phase timel" "scores_std"”
1 4 0 0 -4 0 2.93204230042707
2 7 0 1 -3 0 5.13264902574737
3 5 0 2 -2 0 3.6661T787553383
4 6 0 3 -1 0 4.3904134506406
5 8 1 4 0 0 5.86538460085413
6 10 1 5 1 1 1.33233573106767
7 g 1 i1 2 2 6.5991201759609
8 7 1 7 3 3 3.13264902574737
a a 1 8 4 4 6.5001201739609
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6.3a Name of the technique: Generalized least squares (GLS) regression analysis

6.3b Authors and suggested readings: GLS regression analysis is a classical statistical technique
and an extension of ordinary least squares in order to deal with data that do not meet the
assumptions of the latter. The bases for modelling single-case data via regression can be
consulted in Huitema and McKean (2000), although the discussion in Moeyaert, Ugille, Ferron,
Beretvas, & Van den Noortgate (2014) about multilevel models is also applicable. Gorsuch
(1983) was among the first authors to suggest how regression analysis can deal with
autocorrelation and in his proposal the result is expressed as an R-squared value. Swaminathan,
Rogers, Horner, Sugai, and Smolkowski (2014) and Swaminathan, Rogers, and Horner (2014)
have proposed a GLS procedure for obtaining the unstandardized difference between two
conditions. Standardizing is achieved by dividing the raw difference by the pooled standard
deviation of the residuals from the two separate regressions. In this case, the residual is either
based on the regressions with original or with transformed data.

In the current section we deal with two different options. Both of them are based on
Swaminathan and colleagues’ proposal for fitting separately two regression lines to the baseline
and intervention phase conditions, with the time variable (1, 2, ..., na and 1, 2, ..., ng, for
baseline and intervention phase, respectively) as a predictor. In both of them the results
quantifies the difference between intercept and slopes of the two regression lines. However, in
the first one, autocorrelation is dealt with according to Gorsuch’s (1983) autoregressive analysis
— the residuals are tested for autocorrelation using Durbin and Watson’s (1951, 1971) test and the
data are transformed only if this test yields statistically significant results. In the second one, the
data are transformed directly according to the Cochran-Orcutt estimate of the autocorrelation in
the residuals, as suggested by Swaminathan, Rogers, Horner, Sugai, and Smolkowski (2014). In
both case, the transformation is performed as detailed in the two papers by Swaminathan and
colleagues, already referenced.

6.3c Software that can be used: Although OLS regression analysis with the appropriate variables
representing the phase, time, and the interaction between the two can be applied using
conventional statistical packages such as SPSS (IBM Corp., 2012), apart from using the R-
Commander, GLS regression is less straightforward, especially in the need to deal with
autocorrelation. For that purpose the first author of this document (R. Manolov) has developed R
code carrying out the GLS regression analysis and providing the quantification.

6.3d How to obtain the software: The R code for computing the GLS-based unstandardized
difference is available at https://www.dropbox.com/s/dni9qa5pqgi3pc23/GLS.R?dI=0. It is a text
file that can be opened with a word processor such as Notepad. Only the part of the code marked
below in blue has to be changed. The code requires using the Imtest package from R and,
therefore, it has to be installed and afterwards loaded. Installing can be achieved using the Install
Package(s) option from the Packages menu
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Packages | Windows Help

Packages

Load package...

Set CRANM mirror...

Select repositories...
-Install package(s)...
-Update packages...

Install package(s) from local zip files...

ImeVarComp A

Imf

Imfor
Imm
Immfit
Immlasso
Immot
Imms
Imodel2
Imom
Imomeco
Lmoments
ImomRF&

ImSuEiDrt

loa
localdepth
localgauss

localsolver W

QK Cancel

6.3e How to use the software: When the text file is downloaded and opened with Notepad, the
scores are inputted after score <- c¢( separating them by commas. The number of data points
corresponding to the baseline are specified after n_a <- . In order to choose how to handle
autocorrelation, the user can specify whether to transform data only if autocorrelation is
statistically significant (transform <- “ifsig”) or do it direcly using the Cochran-Orcutt procedure
(transform <- “directly”). Note that the code require(Imtest) loads the previously installed

package called Imtest.

=

GLS.R - Notepad

File Edit Format View Help

# Gorsuch, R. L. (1983). Three methods for analyzing limited time-ser

# Behavioral Assessment, 5, 141-154,
#
# Swaminathan, H., Rogers, H. 1., Horner, R., Sugai, G., & Smolkowski

# Regression models for the analysis of single case designs. Neuropsy

The only part of the code that
needs to be changed:

# Data input
score <- c(4,7,5,6,8,10,9,7,9)
na< 4 777" INPUT DATA

# Choose how to deal with autocorrelation
# "directly” - uses the Cochran-Orcutt estimation and transforms data

# "ifsig" - uses Durbin-Watson test and only if the transforms data,

transform <- “iFsid” # Alternatively "directly”
CHOOSE PROCEDURE

# The following code needs not be changed
require(lmtest)
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For instant, using the “ifsig” specification and illustrating the text that appears when the Imtest
package is loaded:

AT AT AR T AT A AT AT AT AT AT AT A ATaasTasasasssassnsas
# The following code needs not be changed

» regquire (lmtest)

Loading required package: lmtest

Loading required package: =zoo

r AR AT NIRRT NANAAAAAAAAAAAAAAAAAES

>

> # Data input

» Zcore <—- c(4,3,3,8,3, 5,6,7,7,6)

*na<-5&

>

> # Choose how to deal with autocorrelation

> # "directly" - uses the Cochran-Orcutt estimation and transforms data
> # "ifszig" - uses Durbin-Watson test and only if the transforms data,
> transform <- "ifsig" # Alternatively "directly”

>

>

>

Attaching package: “zoo”
The following objects are masked from ‘package:base’:

az.lDate, as.Date.numeric

Alternatively, using the “directly” specification:

R R R TR A T T TR T i it it it aiT 777737377577 7757757785%%%%7
#f The following code needs not be changed
reguire (lmteat)

r R R R I R IR IR IR IAIIITIIITACACIIITICAII A A

>

> % Data input

»> acore €£- o(4,3,3,8,3, 5,6,7,7,6)

>na<- 5

>

> # Choose how to deal with autocorrelation

> § "directly" - uses the Cochran-Orcutt estimation and transforms data
> F "ifzig" - usesz Durbin-Watson test and only if the transforms data,
> transform <- "directly™

>

>

>

>

After inputting the data and choosing the procedure, the whole code (the part that was modified
and the remaining part) is copied and pasted into the R console.
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points(indep, ytransf, pch=24, bg="black") Copy
title(main="Transformed data: Regression lines fi Paste
lines(indep[1:n_a],reg A transfffitted,col="red") -

lines(indep[(n_a+1):1ength(score)],reg B transf&f
text(8.8, (reg A transfcoefficients[[1]]+reg A tr Select All
text(n_a+0.8,(reg B transffcoefficients[[1]]+reg_

Right to left Reading order

Show Unicode control characters

Insert Unicode control character
Print results
print(paste("Data: ",transformed)) Open IME

i

print("GLS unstandardized difference"); print(dAB) Reconversion

f o

print("GLS standardized difference"); print(dAB std)

E iz a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()"' on how to cite R or R packages in publications.

Type 'demo() ' for some demos, 'help()' for on-line help, or
'"help.start()' for an HTML browser interface to help.
Type 'gi}' to guit R.

[Freviou=sly saved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V

Paste commands cnly

Copy and paste Ctrl+X

6.2f How to interpret the results: Using the “ifsig” specification the unstandardized numerical
output that appears in the R console is as follows:

> # Print results

» print (paste ("Data: ",transformed))

[1] "Data: transformed™

» print ("GLS unstandardized difference™); print (doB)
[1] "GLS unstandardized difference™

[1] -1.&53987

We are informed that the data have been transformed due to the presence of autocorrelation in
the residuals and that a decrease of approximately 1.65 behaviours has taken place.

The standardized version yields the following result:

> print ("GLS standardized difference"); print(dAE =td)
[1] "GLS =tandardized difference™
[1] -1.08081
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We are informed that the data have been transformed due to the presence of autocorrelation in
the residuals and that a decrease of approximately 1.29 standard deviations has taken place.
These numerical results are accompanied by graphical representations that appear in a separate
window:

Original data: Regression lines fitted separately Transformed data: Regression lines fitted separately
w o
r~ - r~ -
2
o
[+
w0 — w w -
2 3
8 £
wn "3 wn
j
o
|_
< <
- o -
T T T T T T T T T T
2 4 6 8 10 2 4 6 8 10
Measurement time Measurement time

Given that the data have been transformed, two graphs are presented: for the original data and for
the transformed data — we get to see that actually only the intervention phase data have been
transformed. After the transformation the positive trend has been turned into negative, suggesting
no improvement in the behaviour. As there are few measurements with considerable baseline
data variability, this result should be interpreted with caution, especially considering the visual
impression.

Using the “directly” specification the unstandardized numerical output that appears in the R
console is as follows:

> § Print results

> print (paste |("Data: ",transformed))

[1] "Data: transformed"

» print ("GLS unstandardized difference™); print (dAB)
[1] "GLS unstandardized difference™

[1] 2.50224

We are informed that the data have been transformed due to the presence of autocorrelation in
the residuals and that an increase of approximately 2.9 behaviours has taken place.

The standardized version yields the following result:

> print ("GLS standardized difference"); print(dAB =td)
[1] "GLS =standardized difference™
[1] 1.91474%9
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We are informed that the data have been transformed due to the presence of autocorrelation in
the residuals and that an increase of approximately 1.9 standard deviations has taken place.
These numerical results are accompanied by graphical representations that appear in a separate

window:

Original data: Regression lines fitted separately Transformed data: Regression lines fitted separately

Score

;
#6532 b1=081

i
¢

Transformed score
7
|

Measurement time Measurement time

For the “directly” option there are always two graphical representations: one for the original and
one for the transformed data. We see that after the transformation the increasing trends are more
pronounced, but still similar across phases, with a slightly increased difference in intercept.

Applied researchers are advised to use autocorrelation estimation and data transformation with
caution: when there is evidence that autocorrelation can be presented and when the data series

are long enough to allow for more precise estimation.
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6.4a Name of the technique: Classical mean difference indices.

6.4b Authors and suggested readings: The most commonly used index in between-group studies,
for quantifying the strength of relationship between a dichotomous and a quantitative variable is
Cohen’s (1992) d, generally using the pooled standard deviation in the denominator. Glass’ A
(Glass, McGaw, & Smith, 1981) is an alternative index using the control group variability in the
denominator. These indices have also been discussed in the SCED context — a discussion on their
applicability can be found in Beretvas and Chung (2008). Regarding the unstandardized version,
it is just the raw mean difference between the conditions and it is suitable when the mean can be
considered an appropriate summary of the measurements (e.g., when the data are not excessively
variable and do not present trends) and when the behaviour is measured in clinically meaningful
terms

6.4c Software that can be used: These two classical standardized indices are implemented in the
SCMA option of SCDA plug-in for R Commander (Bulté, 2013; Bulté & Onghena, 2012). The
same plug-in offers the possibility to compute raw mean differences via the SCRT option.

6.4d How to obtain the software: The steps are as described above for the visual analysis and for
obtaining the PND.

First, open R.

Troubleshoot compatibility

Second, install RemdrPIlugin.SCDA using the option Install package(s) from the menu Packages.

Packages

RemdrPlugin.orloca -
RemdrPlugin.plotByGroup
RemdrPlugin.pointG
RemdrPlugin.qual

- RemdrPlugin.sampling
R - o tHclp RemdrPlugin SCDA

Load package...

Set CRAN mirror...

Select repositories...

RemdrPlugin,SLC
RemdrPlugin,5M
RemdrPlugin.sos

I Install package(s)...

Update packages...

Install package(s) from local zip files...

RemdrPlugin.seeg |:

QK ] ’ Cancel
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Third, load RemdrPlugin.SCDA in the R console (directly; this loads also R-Commander) or in
R-Commander (first loading Recmdr and then the plug-in).

Packages | Windows Help

Select cne

Load package...

Set CRAN mirror...
Select repositories...
Install package(s)...
Update packages...

Install package(s) frem local zip files...

plyr -
proto

R2ZHTML

Remdr

RemdrPlugin EACSPIR
RemdrPlugin,SLC
RColorBrewer

R g
ReppEigen |
relimp

reshape

reshapel

rgl %

0K ] ’ Cancel

6.4e How to use the software:

First, the data file needs to be created (first column: phase; second column: scores) and imported
into R-Commander.

r hl
]| SCDA data.txt.. o] S

R Commander

File

Edit

Format View Help

File Edit | Data | Statistics Graphs Models  Distributions  SCDA  Tools  Help

mMmmmm > eF
D =D e

£y

[=]

13

m

MNew data set...
Load data set...

Merge data sets...

] View data set

Model: | £ <No activer

Import data
Data in packages
Active data set

4
]

Manage variables in active data set »

from text file, clipboard, or URL...

%

1

from SPS5 data set...

from SA5 xport file..,

from Minitab data set...

from STATA data set...

from Excel, Access or dBase data set...

At this stage, if a .txt file is used it is important to specify that the file does not contain column
headings — the Variable names in file option should be unmarked. The dataset can be downloaded
from https://www.dropbox.com/s/9gc44invil0ft17/1%20SCDA.txt?dI=0.

78


https://www.dropbox.com/s/9gc44invil0ft17/1%20SCDA.txt?dl=0

Manolov, Moeyaert, & Evans

L hl
0 Read Text Data From File, Clipboard, or URL [

Enter name for data set: Dataset
Variable names in file: %
Missing data indicator:  MNA
Lecation of Data File

@ Local file system

) Clipboard

() Internet URL

Field Separator

@ White space

") Commas

) Tabs

() Other Speciﬁ,-._
Decimal-Point Character

@ Period [.]

) Commal,]

[ &) Help l | of OK H ¢ cancel ‘

s =

Second, a raw mean difference can be obtained via the Analyze your data sub-option of the SCRT

option of the SCDA menu.

SCDA | Tools
SCVA ¢

dributions

Help

-l s - 1
Design your experiment # i
SCMA ¢ Analyze your data r Observed test statistic...

&) View di

Randomization distribution...

P-value...

The type of design and type of index are selected in the window that pops up. Among the options
we chose B phase mean minus A phase mean, given that an increase in the behaviour is
expected. It is also possible to compute the mean difference the other way around or to obtain an

absolute mean difference.

Select the design type Select the test statistic
-B A

BA Phase Design
EAB Phase Design |A-B|
Completely Randomized Design  w PA-PB (only for ABA and ABAR) W
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The raw mean difference is printed in the output (bottom) window of the R-Commander:

> obzserved(design = "AB", =statistic = "B-4A", data = Dataset)
[1] 3.1

Third, the standardized mean difference can be obtained via the Calculate effect size sub-option
of the SCMA option of the SCDA menu. The type of design and type of index are selected in the
window that pops up.

Help

E <Mo active model=

SCMA Calculate effect size...

Combine p-values...

When the “Pooled standardized mean difference” is chosen, the result is Cohen’s d.

® Effect size - x i

Select the design type Select the effect size measure

AB Phase Design Standardized Mean Difference A

ABA Phase Design Pooled Standardized Mean Difference

ABAR Phase Design PMD (expected increase) :
Completely Randomized Design w PMD (expected decrease) W

Select the data file 1
(®) Use the active data set

() Uce data from a text file ~ Select File |

Selected file:

> ES5({de=sign = "4B", E5 = "SMDpool™, data = Dataset)
[1] 2.568092
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When the “Standardized mean difference” is chosen, the result is Glass’ A.

“JF Effect size @
Select the design type Select the effect size measure
AB Phase Design _________|Kcl standardized Mean Difference ______[la
ABA Phase Design = Pooled Standardized Mean Difference =
ABAB Phase Design PMND (expected increase)
Completely Randomized Design - PMND (expected decrease) -

Select the data file
Use the active data set @

Use data from a text file ) Select File

Selected file:

> E5(design = "AE", ES = "SMD", data = Datos)
[1] 2.40125

6.4f How to interpret the results: First of all, it has to be mentioned that the two standardized
mean differences presented in the current section were not specifically created for single-case
data. Nevertheless, they could be preferred over the SCED-specific proposal in case the
researcher is willing to obtain a quantification for each comparison between a pair of conditions,
given that the latter offers an overall quantification across several comparisons and several
participants.

Second, both Cohen’s d and Glass’ A can be used when there is no improving baseline trend.
Moreover, given that Cohen’s d takes into account the variability in the intervention phase, it is
to be used only when the intervention data show no trend, as it can be confounded with
variability.

Third, the values obtained in the current example suggest a large treatment effect, given that the
differences between conditions are greater than two standard deviations. An increase of 3
behaviours after the intervention, as shown by the raw mean difference, could also suggest
effectiveness, but it depends on the behaviour being measured and on the aims of the treatment.
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6.5a Name of the technique: SCED-specific mean difference indices.

6.5b Authors and suggested readings: Hedges, Pustejovsky, and Shadish (2012; 2013) developed
a standardized mean difference index specifically designed for SCED data, with the aim of
making it comparable to Cohen’s d. The standard deviation takes into account both within-
participant and between-participants variability. A less mathematical discussion is provided by
Shadish et al. (2014).

In contrast with the standardized mean differences borrowed from between-groups designs, the
indices included in this require datasets with several participants so that within-case and
between-cases variances can be computed. This is why we will use two new datasets. The first of
them corresponds to the ABAB design used by Coker, Lebkicher, Harris, and Snape (2009) and
it can be downloaded from https://www.dropbox.com/s/ueu8i5uyiirQild/Coker_data.txt?dI=0.
The second one to the multiple-baseline design used by Boman, Bartfai, Borell, Tham, and
Hemmingsson, (2010) and it can be downloaded from
https://www.dropbox.com/s/mou9rvx2prwgfrz/Boman_data.txt?dI=0. We have included two
different data sets, given that the way the data should be organized is different for the different
design structures.

6.5¢c Software that can be used: Macros for SPSS have been developed and are available from
William  Shadish’s  website  http://faculty.ucmerced.edu/wshadish/software/software-meta-
analysis-single-case-design. However, here we focus once again on the open source R and the
code and scdhim package available at http://blogs.edb.utexas.edu/pusto/software/ (James
Pustejovsky’s web page).
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6.5d How to obtain the software:

File Edit "ﬁew‘l_-_ﬁgtmy Bookmarks Teools Help

{ i Software | James E. Pustejovsky

S & blogs.edb. utexas.edu/pusto/software’ wve | T Google

James E. Pustejovsky

HOME BLOG PRESEMTATIONS PLUBLICATIOMS SOFTWARE TEACHIMG
|
Software
scdhim

An K package implementing the methods in Hedges, Pustejovsky, & Shadish (2012, 2013).

| . g | bi : ion 0.2.0
R packase source (version 0.2.0)
Source code (Github)

f e |nstallation instructions

e Spource code (Github)

The steps are analogous to the steps for using the SCDA plug-in.

First, download the R package source from the website mentioned above.
Second, type the following code in the R console
install.packages(file.choose(), repos = NULL, type = "source")

Third, select the “scdhlm_0.2.tar.gz” file from where it was downloaded to.
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"source™)

R R Console
> install .packages(file.choose (), repos = NULL, type =
i
R Select file S5
Lok in: |, Workshop materials - & T e -
Mame : Date medified o
__| RemndrPlugin.5CDA_0.2.tar.gz 2/16/2014 11:16 AM
| 1) RemdrPlugin.SLC_0.2.zip 2/17/2014 12:46 PM
|_|RT data.tet 2/17/201412:00 PM |~
|| SCDA data.bet 2/17/2014 913 AM
¢ |scdhlm _0.2.0.tar.qz 2/17/2014 5:48 PM
| 7] 5LC data.dat 2/17/2014 11:02 AM

-

e 11 AE/IM 21038
' i | b
File name: scdhim_0.2 Dtar.gz hd Open
Files of type: | Allfiles () v] [ cancel

Fourth, load scdhlm in the R console. The Packages = Load package sequence should be

followed for each of them separately. The same effect is achieved via the following code:

require(scdhim)

Packages | Windows Help

Load package...

Set CRAM mirror...
Select repositories...
Install package(s)...
Update packages...

Install package(s) from local zip files...

Select one

relimp
reshape
reshape
rgl

rlava
RODBC
rpart
sandwich
scales
SCMA
SCVA
sem
spatial
splines
stats

0K Cancel

ReppEigen ~

statsd s
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6.5e How to use the software: Information can be obtained using the code ??scdhim

R R Console

> ??scdhlm
>

-
€ R: Search Results - Windows Internet Explorer lilm

(I = [@ mipinzo... ~[B[4 ] x |[= sing P~

File Edit View Favorites Tools Help
x ﬁ(onvart - Select

77 Favorites | 55 @] Free Hotmail [l Suggested Sites =

83|~ “.@R: Sed.. XI & i * [ Eé v Page~w >
Search Results @
D) E

The search string was "scdhlm”

Help pages:

scdhlm::sedhlm — scdhlm

€ Internet | Protected Mode: Off 3 v EHBH - |I

Calculates HPS effect =size

Description

Calenlates the HPS effect size estimator based on data from a multiple baseline desipn, as deseribed in Hedges, Pustejovsky, &
Shadish (2013). Nete that the data must contain one row per measurement occasion per subject.

Usage

=ffact_size ME (cutcoms, treatment, id, tims, phi, rhe)
Arguments

outcome  Vertor of outcome data. hay not contain any missing values.

treatment Vector of treatment indicators. Must be the same length as cuccome.

id factor wector indicating unique cases. Iviust be the same length a5 curcome.

time vector of measurement oceasion times. Must be the same length a3 cuscome.

phi Optional value of the anto-correlation nuisance parameter, to be used in caleulating the small-sample adjusted effect size
tho Optional value of the intra-class correlation nuisance parameter, to be used in calculating the small-sample adjusted effect

size
Value

A list with the following components

g_dotdet total number of non-missing observations

E number of time-by-treatment groups containing at least one observation
0 bar numerator of effect size sstimate

3_2q sample variance, pooled across time points and treatment proups
delta_hat_unadj Unadjusted effect size estimate

phi corrected estimate of first-order auto-correlation

migma_=g w corrected estimate of within-case variance

zho estimated intra-class correlation

theta estimated scalar constant

nu estimated degrees of freedom

delta_hat corrected effect size estimate

V_delta hat  estimated varianes of delea_hac

The help documents and the included data sets illustrate the way in which the data should be
organised, how the functions should be called, and what the different pieces of output refer to.
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Regarding the structure of the data file for a replicated ABAB design, as the one used by Coker
et al. (2009), the necessary columns are as follows: “case” — specify an identifier for each of the
m replications of the ABAB design with number 1, 2, ..., m; “outcome” — the measurements
obtained; “time” — the measurement occasions for each ABAB design; “phase” — the order of the
comparison in the ABAB design (first or second, or kth in an (AB) design); and “treatment” —
indicates whether the condition is baseline (A) or treatment (B).

| Coker_data.txt - Notepad - &
File Edit Format View Help

case outcome time phase  treatment o)
1 8 1 1 A
1 11 2 1 A
1 8 3 1 B
1 4 4 1 B
1 12 5 1 B
1 23 6 1 B
1 16 7 1 B
1 12 G 1 B
1 29 9 1 B
1 58 16 2 i
1 432 11 2 A
1 1 12 2 A
1 13 13 2 B
1 3 14 2 B
1 34 15 2 B
1 20 16 2 B
1 45 17 2 B
1 16 18 2 B
1 17 15 2 B
2 b 1 1 A
2 22 2 1 A
2 9 3 1 B
2 9 4 1 B
2 11 5 1 B
2 21 6 1 B
2 37 7 1 B
2 22 B8 1 B
2 13 9 1 B
2 11 16 2 i

86



Manolov, Moeyaert, & Evans

Regarding the structure of the data file for a multiple-baseline design we present below the
example Boman et al.’s (2010) data with the columns as follows: “case” — specify an identifier
for each of the m tiers in the design with numbers 1, 2, ..., m; “outcome” — the measurements
obtained; “time” — the measurement occasions for each tier; and “treatment” — indicates whether
the condition is baseline (0) or treatment (1).

"l Boman_data.txt - Notepad = K
File Edit Format View Help

case outcome time treatment| (N
1

[ R N R A i = I R o R o Ty o e e e e L e SN [ o [ - W LS Ty o]
B = 32 [ o > ]

1@
11
12

L B B T T T T T B Y R s
R R W M A @R RO WL W s B mEm W m N A
(vl R ECREOREOR B VI Il v R SR S SRR, VI I v Bl v Bl v S TR SO Sy EORy SRy RE N, N
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Second, the following two lines of code are pasted into the R console in order to read the data
and obtain the results for the replicated ABAB design and Coker et al.’s (2009) data. Actually,
this code would work for any replicated ABAB data, given that Coker is only a name given to
the dataset in order to identify the necessary columns include measurements and measurement
occasions, phases, comparisons and cases. In case the user wants to identify his/her data set s/he
can do so changing Coker for any other meaningful name, but, strictly speaking it is not

necessary.

Coker <- read.table(file.choose(),header=TRUE)

effect_size_ABk(CokerSoutcome, CokerStreatment,Coker$case,CokerSphase, CokerStime)

Loading required package: scdhlm
Loading required package: nlme

» Coker «<- read.table(file.chooze()  header=TRUE)
Select file n

Lookin: | |, Datasets v & * = O

Mame . Date modified Ty
w1 SCDA b 3AT/2M5 38 PM Te
@] 1 5LC bt 33072015 312 PM Te
@1 Tau.csv 3/30/2015 212 PM I
@j'l Tauxlsx 3/30/2015 2:02 PM %

w | Boman_data.tt

3/20/2015 420 PM Te

i Coker data.tet

410/2014 1212 PM - T

£
File pame: Coker_data b

Files of type: | All files (*7)

W Qpen

W Cancel

Third, the results are obtained after the second line of code is executed. We offer a description of
the main pieces of output. It should be noted that an unstandardized version of the index is also

available, apart from the standardized versions.
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2D bar
[1] 3.369048 Raw mean difference

$3 =g
[1] 122.543%9

$delta_hat_unadj Standardized mean difference
[1] 0.3043416

Zphi )
[1] 0.04565389 Autocorrelation

Ssigma sqg W
[1] 128.2272

Erho
[1] O

Ztheta
[1] 0.3121404

Znu

[1] 37.85023

) _ Standardized mean difference
Fdelta hat )

[1] 0.298271 (adjusted)

§V _delta hat
[1] 0.1000577 Variance of the adjusted index

For obtaining the results for the multiple-baseline design, it is also necessary to paste two lines of
code are pasted into the R console. Once again, this code would work for any replicated
multiple-baseline design data, given that Boman being only a name given to the dataset in order
to identify the necessary columns include measurements and measurement occasions, phases,
comparisons and cases. In case the user wants to identify his/her data set s/he can do so changing
Boman for any other meaningful name, but, strictly speaking it is not necessary.

Boman <- read.table(file.choose(),header=TRUE)

effect_size_MB(BomanSoutcome, BomanS$treatment, Boman$case, BomanStime)
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> Boman <- read.table(file.choose () header=TRUE)

Look in: | | Datassts v| [ I
Marme Date modified

& 15CDALE 3/27/2015 2:38 PM
& |15LC b 3/30/2015 3:12 PM
(1 Tau.csv 3/30/2015 212 PM
E1 Tauxds: 3/30/2015 2:02 PM
;. Boman_data.tdt 3/20/2015 4:20 PM
«s | Coker_data.bat 4/10/2014 1212 PM

L4

File: name: | Boman_data b

Files of type: | Allfiles (%)

The results are obtained after the second line of code is executed. We offer a description of the
main pieces of output.

£D bar )
[1] -1.601478 Raw mean difference

5 =g
[1] 5.645516

£delta hat unadj ) )
[1]1 -0.674014¢ Standardized mean difference

Sphi )
[1] -0.2443722 Autocorrelation

$zigma sg W
[1] 4.938787

£rho
[1] ©0.1251841

Stheta
[1] ©0.1804758

£nu
[1] 50.T7487%

tdelta hat Standardized mean difference
[1] -0.66200¢ (adjusted)

$V_delta hat i ) )
[1] 0.03746431 Variance of the adjusted index
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6.5d How to interpret the results: Regarding the Coker et al. (2009) data, the value of the
adjusted standardized mean difference (0.29: an increase of 0.29 standard deviations) indicates a
small effect. In this case, we are using Cohen’s (1992) benchmarks, given that Hedges and
colleagues (2012, 2013) state that this index is comparable to the between-groups version. The
raw index (3.3) suggests that on average there are three more motor behaviours after the
intervention.

For the Boman et al. (2010) data there is a medium effect: a reduction 0.66 standard deviations.
The raw index (—1.6) suggests an average reduction of more than one and a half events missed
by the person with the memory problems.

If we looked to the variance indicators, we could see that the d-statistic for the Boman et al. data
with have a greater weight than the one for the Coker et al. data, given the smaller variance.
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6.6a Name of the technique: Mean phase difference (MPD)

6.6b Authors and suggested readings: The MPD was proposed and tested by Manolov and
Solanas (2013a). The authors offer the details for this procedure. A critical review of the
technique is provided by Swaminathan, Rogers, Horner, Sugai, and Smolkowski (2014). A
modified version by Manolov and Rochat (2015) is described also in the tutorial.

6.6c Software that can be used: The MPD can be implemented via an R code developed by R.
Manolov

6.6d How to obtain the software: The R code for computing MPD is available at
https://dl.dropboxusercontent.com/s/nky750h40f1gbwh/MPD.R

When the URL is open, the R code appears (or can be downloaded from
https://www.dropbox.com/s/nky750h40f1gbwh/MPD.R?dI=0). It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed, that is, the user has to input the scores for the baseline and treatment phases separately.

| PNCD.R - Notepad
File Edit Format View Help

# This R script allows computing the "Percentage of nonoverlapping data" index

# described in Manolov and Solanas (2869):

#

# Manolov, R., & Solanas, A. (20@9). Percentage of nonoverlapping corrected data.

# Behavior Research Methods, 41, 1262-1271.

#

# The R script also offers a graphical representation of the actual and detrended data.

that needs to be changed:
INPUT DATA

# Example data set: baseline measurements change the values within ()

phased <- ¢(9,8,8,7,6,7,7,6,6,5)

# Example data set: intervention phase measurements change the values within ()

phaseB <- c(5,6,4,3,3,6,2,2,2,1)

# MODIFY THE EXAMPLE AB-DATA SET ACCORDING TO YOUR DATA

# Specify whether the intervention should increase or reduce the behavior
im <- "reduce" # Alt tivel im <- "1 "
aim reduce ernatively aim increase SPECIEY AIM

R

# THE FOLLOWING CODE MEEDS NOT BE CHANGED

6.6e How to use the software:

When the text file is downloaded and opened with Notepad, the baseline scores are inputted after
baseline <- c( separating them by commas. The treatment phase scores are analogously entered
after treatment <- (.
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baseline <- c(4,7,5,8)

treatment <- o(8,10,9,7,9)
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# MODIFY THE EXAMPLE AB-DATA SET ACCORDING TO YOUS El

# Example data set: baseline measurements change §

# Example data set: intervention phase measuremen$

After inputting the data, the whole code (the part that was modified and the remaining part) is

copied and pasted into the R console.

linEE{time[{n_;¥1}:length{ghfb}],info[w

Copy

axis(side=1, at=seq(®,length(info),1),]

points(time, info, pch=24, bg="black™)
points (time, info pred, pch=19)

title (main="Predicted (circle) vs. ac

PERFORM THE CALCULATIONS AND PRINT Tt

Compare the predicted and the actual.
mpd <- mean{tﬂeatment—tﬂeatment_pﬂed}l

print ("The mean phase difference is"); print(mpd)

Paste
Delete

Select All

Right to left Reading order
Show Unicode control characters

Insert Unicode control character

Open IME

Reconversion

E i=z a collaborative project with many contributors.
Type 'contributors()' for more information and
'oitation()"' on how to cite R or R packages in publications.

Type 'demo()' for =some demos, 'help()'

for on-line help, or

'Thelp.=start()' for an HTML browser interface to help.

Type 'g()'" to guit E.

[Freviou=ly =saved workspace restored]

> |
Copy Ctrl+C
Paste Ctrl+V
Paste commands only
Copy and paste Ctrl+ ¥
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6.6f How to interpret the results:

The result of is the numerical value of the MPD is printed in the R console. A graphical
representation of the original data and also the projected treatment data when continuing the
baseline trend is also offered in a separate window. In this case, it can be seen that if the actually
obtained intervention phase measurements are compared with the prediction made from
projecting baseline trend (estimated through differencing), the difference between the two
conditions is less than one behaviour, provided that the measurement is a frequency of
behaviour.

> print ("The mean phase difference iz"); print (mpd)

[1] "The mean phase difference is"
[1] O.&

Predicted (circle) vs. actual (triangle) data

10

Behavior of interest

Measurement time
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6.7a Name of the technique: Mean phase difference (MPD-P): percentage version

6.7b Authors and suggested readings: The MPD-P was proposed and tested by Manolov and
Rochat (2015). The authors offer the details for this procedure, which modifies the Mean phase
difference fitting baseline in a different way and transforming the result into a percentage.
Moreover, this indicator is applicable to designs that include several AB-comparisons offering
both separate estimates and an overall one. The combination of the individual AB-comparisons is
achieved via a weighted average, in which the weight is directly related to the amount of
measurements and inversely related to the variability of effects (i.e., similar to Hershberger et
al.’s [1999] replication effect quantification proposed as a moderator).

6.7c Software that can be used: The MPD-P can be implemented via an R code developed by R.
Manolov.

6.7d How to obtain the software (percentage version): The R code for applying the MPD
(percent) at the within-studies level IS available at
https://www.dropbox.com/s/l125¢9hbprro5gz/Within-study MPD_percent.R

gWithin—study_MPD_perce x
=i Aplicaciones [ Facebook [ lightningnewtab

g | ‘ Rumen Manolov

p
n

Within-study_MPD_percent.R
Hace 2 min - 847 KB
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Opening Within-study_MPD.R

You have chosen to open:

|| Within-study MPD _percent.R

which is & Text Document (2.5 KB)
from: https://dl.dropboxusercontent.com

What should Firefox do with this file?

() Openwith | Motepad (default)

i@ i Save File

Do this automatically for files like this from now on.

oK

| [ cancel

After downloading the file, it can easily be manipulated with a text editor such Notepad, apart

from more specific editors like (RStudio http://www.rstudio.com/

Open

Medialnfo
1-Zip

&4  Move to Dropbox

Restore previous versions
Send to

Cut

or Vim http://www.vim.org/).

Choose default program...

Within the text of the code the user can see that there are several boxes, which indicate the

actions required, as we will see in the next steps.
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£ Within-study_MPD.R - Notepad - o
File Edit Format View Help

# INPUT DATA:

# The user should enter the information required below

# Copy only the first two lines of code

# Give name to the data set (for posterior meta-analysis)

#
#
#
#
#
# #

# Get data from an txt file (separated by Tabs)
Data.Id <- readline(prompt="Label the data set ")

# #
# INPUT DATA: #
# The user should enter the information required below #
# Copy only the next line of code #

# Locate .txt data file whem prompted #

# #

MBD <- read.table (file.choose(),header=TRUE, fill=TRUE)

#

# COPY AND PASTE CODE IN THE R CONSOLE

# The remaining part of the code needs not be changed
#

B

# Function for computing MPD, its percentage-version, and mean square error

mpd <- function(baseline,treatment)

{

# Obtain phase length
n_a <- length(baseline)
n_b <- length(treatment)
meanh <- mean(baseline)

< >

6.7e How to use the software (data entry & graphs):

First, the data file should be created following a pre-defined structure. In the first column
(“Tier”), the user specifies and distinguishes between the tiers or baselines of the multiple-
baseline design. In the second column (“Id”), a significant name is given to the tier to enhance its
identification. In the third column (“Time”), the user specifies the measurement occasion (e.g.,
day, week, session) for each tier, with integers between 1 and the total number of data points for
the tier. Note that the different tiers can have different lengths. In the fourth column (“Phase”),
the user distinguishes between the initial baseline phase (assigned a value of 0) and the
subsequent intervention phase (assigned 1), for each of the tiers. In the first column (“Score”),
the user enters the measurements obtained in the study, for each measurement occasion and for
each tier.

Below an excerpt of the Matchett and Burns (2005) data can be seen, with the remaining data
also entered, but not displayed here. (The data can be obtained from
https://www.dropbox.com/s/Iwrlgps6x0j339y/MatchettBurns.txt?d1=0).
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Hame Insert Page Layout Formulas Data

*#‘ cut Calibri 1o A A=

53 Copy ~

# Format Painter B 7 U-|HEH-|[A-A- B

Clipboard Font
130 - S

A B C D E
1 Tier Id Time Phase Score
2 1 First100w 1 0 48
3 1 First100w 2 0 a0
4 1 First100w 3 0 a7
5 1 First100w 4 1 48
i 1 First100w 3 1 a7
7 1 First100w o] 1 55
a8 1 First100w 7 1 63
9 1 First100w ) 1 60
10 1 First100w 9 1 67
11 2 Second100w 1 0 23
12 2 Secondl100w 2 0 19
13 2 Second100w 3 0 19
14 2 Secondl100w 4 0 23
15 2 Second100w 5 0 26
16 2 Secondl100w 3] 0 20
17 2 Second100w 7 1 37
13 2 Secondl100w 8 1 35

As the example shows, we suggest using Excel as a platform for creating the data file, as it is
well known and widely available (open source versions of Excel also exist). However, in order to
improve the readability of the data file by R, we recommend converting the Excel file into a
simpler text file delimited by tabulations. This can be achieved using the “Save As” option and

choosing the appropriate file format.
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@ = T B Desktop » v O Search Desktop

Organize = Mew folder = v

Save As
o
(7]
]

@ Microsoft Excel

)& WorkStation
0 Favorites
B Desktop ﬁkj Professional
4 Downloads - .

' EH
=1l Recent places o,

L% Dropbox HJ Libraries
U .
(M Professional .
| Metwaork
v _ | v

File name: | MatchettBurnshtet W
Save as type: | Text (Tab delimited) (*.tdt) L
Authors  WorkStation Tags: Addatag

4 Hide Folders Tools - Cancel

In case a message appears about losing features in the conversion, the user should choose, as
indicated below, as such features are not necessary for the correct reading of the data.

" Microsoft Excel =

@ Some features in your workbook might be lost if you save it as Text (Tab delimited].

Do you want to keep using that format?

|

After the conversion, the file has the aspect shown below. Note that the lack of matching
between column headers and column values is not a problem, as the tab delimitation ensures
correct reading of the data.
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E MatchettBurns.txt - Notepad
File Edit Format View Help

Tier Id Time Phase Score

1 Firstl0gw 1 g 48
1 Firstl188w 2 e 1%
1 Firstl108w 3 e 47
1 Firstl@gw 4 1 48
1 Firstl0gw 5 1 57
1 Firstl188w 6 1 55
1 Firstl108w 7 1 63
1 Firstl@gw 8 1 68
1 Firstl0gw 9 1 67
2 Second1B88w 1 %) 23
2 SecondlBw 2 8 19
2 Secondl@dw 3 5] 19
2 Secondl1B8w 4 %] 23
2 Second1B88w 5 %) 26
2 SecondlBw 6 8 28
2 Secondl@dw 7 1 37
2 Secondl1B8w 8 1 35

Once the data file is created, with the columns in the order required and including headers, we
proceed to load the data in R and ask for the analyses. The next step is, thus, to start R.

Troubleshoot compatibility

To use the code, we will copy and paste different parts of it in several steps. First, we copy the
first two lines (between the first two text boxes) and paste them in the R console.
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File Edit Format View Help

#

# INPUT DATA:

# The user should enter the information required below

# Copy only the first two lines of code

# Give name to the data set (for posterior meta-analysis)

T

# INPUT DATA: I opy I
# The user should enter the information required Paste

# Copy only the next line of code Delete

# Locate .txt data file whem prompted

# Select All

After pasting these first two lines, the user is prompted to give a name to the data set. Here, we
wrote “MatchettBurns”.

File Edit View Misc Packages Windows Help

rs|g|:l| &|@&| o

R version 3.1.0 (2014-04-10) =-- "Spring Dance®
Copyright (C) 2014 The R Foundation for Statistical Computing
Placform: i386-wE4-mingw32/i386 (32=-bit)

R iz free software and comes with ABSQOLUTELY NO WARRANTY.
You are welcome To rediatribute it under certain condicions.
Type "license(})' or 'licence()' for distribution decails.

R is a collaborative project with many conctributors.
Type "contributors()' for more information and
‘citation()" on how to cite R or R packages in publications,

Iype "demo()'" for some demos, "help()' for on-line help, or
‘help.start()" for an HTIML browser interface to help.
Iype "qg()' to quit R.

> |

Paste commands only

Copy and paste Ctrl+X

Clear window Ctrl+L
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> # Get data from an txt file (=zeparated by Tabs)
> Data.Id <- readline (prompt="Label the data =set ")

The reader is adverted that each new copy-paste operation is marked by text boxes, which
indicate the limits of the code that has to be copied and pasted and also the actions required. Now
we move to the code between the second and the third text boxes: we copy the next line of code
from the file containing it and paste it into the R console.

| Within-study_MPD.R - Notepad = =
File Edit Format View Help

#

# INPUT DATA:

# The user should enter the information required below
# Copy only the first two lines of code

# Give name to the data set (for posterior meta-analysis)

#
#
#
#
#
# #

# Get data from an txt file (separated by Tabs)
Data.Id <- readline(prompt="Label the data set ")

# #
# INPUT DATA: #
# The user should enter the information required below #
# Copy only the next line of code #

# Locate .txt data file whem prompted #
# #

BD <- read.table (file.choose(),header=TRUE, fill=TRUE)

Undo
# Cut
# COPY AND PASTE CODE IN THE R CONSOLE I Copy |
# The remaining part of the code needs not be changed Paste
# Delete
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Copvright (C) 2014 The R Foundation for Statistical Computing
Platform: i3B8e-wed-mingw3Z/i386 (32-bit)

R iz free =zoftware and comes with ABSCLUTELY MO WARBRLNTY.
¥You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details=s.

R iz a collaborative project with many contributors.
Type 'contributorszs()' for more information and
'gitation()"' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
"Thelp.=start()' for an HTML browser interface to help.

Type 'gf)' to quit R.

> ¥ Get data from an txt file (zeparated by Tabs)

> Data.Id <- readline (prompt="Label the data =et ")
Lakel the data set MatchettBurns
> |

Copy Ctrl+C
Ctrl+V
Paste commands only

The user is prompted to locate the file containing the data. Thanks to the way in which the data

file was created, the data are read correctly with no further input required from the user.

= ===

Look in: | B Desktop

o MatchettBurns. bt
Text Document tion=s.
682 bytes

MindView
Shortcut
1.57 KB

MINITAE 14

| BAC Memimm4 TONT

File name: | Matchett Bums e

Files of type: | Allfles ()

> MBD) - read.table (file.choosze|(), header=TRUE, fill=TRUE)
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After the data are loaded, the user should copy the next part of the code: the one located between
the third and the fourth text boxes. Here we illustrate the initial and the last lines of this segment
of the code, up until the fourth text box, which marks that we need to stop copying.

File Edit Format WView Help

#

# INPUT DATA:

# The user should enter the information required below
# Copy only the next line of code

# Locate .txt data file whem prompted

#

TR TR T

MBD <- read.table (file.choose(),header=TRUE, fill=TRUE)

# COPY AND PASTE CODE IN THE R CONSOLE
# Copy the code until the next box
# The remaining part of the code needs not be changed Cut

Undo

Copy
Paste

Function for computing MPD, its percentage-wversion, an Delete

Select All

mpd <- function(baseline,treatment)

indep <- 1:length(ABphase) A
ymin <- min{min(Atrend),min(ABphase))

ymax <- max{max(Atrend),max(ABphase))

plot(indep,ABphase, xlim=c(l,max.length), ylim=c(min.score,max.score), xlab=tempo$%
limiter <- length(Aphase)+8.5

abline(v=1limiter)

lines(indep[1l:1length({Aphase)],Atrend[1: length(Aphase)])

points(indep,ABphase, pch=24, bg="black")

COPY AND PASTE CODE IN THE R CONSOLE
Copy the code until the next box
The remaining part of the code needs not be changed

H B H HH
H B H H H

# Graphical representation of the raw outcome for each tier
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The code is pasted into the R console.

RGui (32-bit) r G=HEEN_X

File Edit View Misc Packages Windows Help

EAEEEER

R R Consol =8 Ecn ==

s

R wversion 3.0.2 (2013-09-25) -- "Frisbee Sailing"
Copyright (C) 2013 The R Foundation for Statistical Computing
Platform: i386-we4-mingw32/i386 (32-bit)

E iz free software and comes with ABSOLUITELY NO WARRANTY.
¥You are welcome to redistribute it under certain conditions.
Type '"license()' or '"licence()' for distribution details.

Hatural language support but running in an English locale

R i= a collaborative project with many contributors.
Type 'contributors()'"' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()" for some demos, 'help()' for on-line help, or
"help.=start () ' for an HTML browser interface to help.

Type "g()'" to guit ER.

» Data.Id <- readline (prompt="Label the data set ™)

Label the data set MatchettBurns

> MBD <- read.table (file.choosze (), header=TRUE, fill=TRUE)
>

Ctrl+C
Ctrl+V

Paste commands only
Copy and paste Ctrl+X

Clear window Ctrl+L

This segment of the code performs part of the calculations required for applying the MPD to the
multiple-baseline data, but, at that point, we only get the graphical output presented below.
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=
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A
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Third 100w

This first output of the code offers a graphical representation of the data, with all three tiers of
the multiple-baseline design. Apart from the data points, we see the baseline trend lines fitted in
every tier.

6.7f How to interpret the results:

This visual representation enables the researcher to assess to what extent the baseline trend fitted
matched the actually obtained data. The better the match, the more appropriate the reference for
evaluating the behavioural change, as the baseline trend is projected into the intervention phase
and compared with the real measurements obtained after the intervention has been introduced.
Moreover, (the inverse of) the amount of variability around the fitted baseline is used, together
with tier length, when defining the weight of each tier. These weights are then used for obtaining
a weighted average, i.e., a single quantification for the whole multiple-baseline design.
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6.7e How to use the software (numerical results):

After obtaining and, if desired, saving the first graphical output, the user copies the rest of the
code, until the end of the data file.

File Edit Format View Help

limiter «<- length(Aphase)+8.5 -
abline(v=1limiter)

lines(indep[1:length{fAphase)],Atrend[1:length{Aphase)])

points{indep,ABphase, pch=24, bg="black")

# COPY AND PASTE CODE IN THE R CONSOLE
# Copy the code until the end Undo
# The remaining part of the code needs not be changed

Cut
........................................................ =
Pacte
Delete

# Graphical representation of the raw outcome for each t;
par{mfrow=c(2,2))

stripchart(results,vertical=TRUE,ylab="MPD",main="Variab; Select All
points(one ES,pch=43, col="red",cex=3)

# Plot: tiers against weights (for each tier in the MBD) Right to left Reading order

tabla[1,(1:3)] <- c("Id", "ES", "weight")
for (i in 1l:tiers)

tabla[1,(3+i)] «- paste("Tier",i)
tabla[2,1] «- Data.Id
tabla[2,2] <- round(one stdES,digits=3)
tabla[2,3] <- round(weight std,digits=3)
for (i in l:tiers)

tabla[2,(3+i)] <- round(stdresults[i],digits=3)

# Print both tables
print("Results summary: Raw MPD"); print(pretabla,quote=FALSE)

print(“Results summary for meta-analysis™); print(tabla,quote=FALSE)

This segment of the code is then pasted into the R console for obtaining the rest of the graphical
output and also the numerical results.
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R R Console E=R(ECH <=

+ Btemp «- subset (tempo, Phase==1)
+ Ephase «<- BtempsScore

+ # Cbtain the predicted baseline
+ Atrend «<- mpd(Aphase,Bphase)[[4]]

+ # Represent graphically

+ LBphase <- c|(Aphase,Bphase)

+ indep «<- l:length (ABphase)

+ ymin <- min(min (Atrend)  min (ABphase) )

+ ymax <-— max(max(Atrend) , max (ABphase))

+ plot (indep, ABphase, xlim=c(l,max.length), vlim=c(min.score,max.score), xXlab=%
+ limiter <- length (Aphase)+0.5

+ abline {(vV=1imiter)

+ lines (indep[l:length (Aphase) ] ,Atrend[l:length (Apha=se}])

+ points (indep, ABphase, pch=24, bg="black™)

Copy Ctrl+C

4| Paste Chrl+Y

Paste commands only

Copy and paste Ctrl+X

Clear window Ctrl+L

6.7f How to interpret the results:

The numerical output obtained is expressed in two different metrics. The first table includes the
raw measures that represent the average difference between the projected baseline trend and the
actual intervention phase measurements. This quantification is obtained for each tier separately
and as a weighted average for the whole multiple-baseline design. The metric is the originally
used one in the article (for Matchett & Burns, 2009: words read correctly).

The second table includes the percentage-version of the MPD, which represents the average
relative increase of each intervention measurement with respect to the predicted data point
according to the projected baseline trend. The separate quantifications for each tier and the
weighted average are accompanied by the weight of this latter result for meta-analysis, as
described later in this document.

> print ("Results summary: ERaw MPD"); print(pretabla,quote=FALSE)
[1] "Results summary: Raw MED"

[,1] [, 2] [,3] [,4] [,5]
[1,] Id Raw MPD Tier 1 Tier 2 Tier 3
[2,] MatchettBurns 21.28%8 12.583 295.2 21

> print ("BEesults summary for meta-analysis"); print(tabla, gquote=FALSE)
[1] "Results summary for meta-analysis®
[,1] [, 2] [,3] [,4] [,5] [, 8]
[1,] Id ES weight Tier 1 Tier 2 Tier 3
[2,] MatchettBurns 87.816 33.54 27.772 163.297 66.456
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The second graphical output of the code has two parts. To the left, we have one-dimensional
scatterplots with the MPDs (above) and MPD-converted-to-percentage (below) obtained for each
tier and the weighted average marked with a plus sign. With these graphs the researcher can
assess visually the variability in the values across tiers and also to see which tiers influence more
(and are better represented by) the weighted average. To the right, we have two-dimensional
scatterplots with the MPD values (raw above and percentage below) against the weights assigned
to them. With this graphical representation, the researcher can assess whether the weight is
related to the effect size in the sense that it can be evaluated whether smaller (or greater) effects
have received greater weights.

Variability Effect size related to weight?
[=] [
W [Lr -
(8] [t
i} i
= 8 + S 8- ?
2 L
0 o
I I I I I
10.0 105 1.0 1156 120
tier. weights
Variability Effect size related to weight?
— [=] ] [
k]
% ] ]
E & & -
e 7 g
a 2 - + = Q4
(] - o - <
o
= F o T .

I I I I I
10,0 105 11.0 11.5 120

tier.weights

6.7g How to use the MPD (standardized version: MPD-S): The use of the code for the MPD
version standardized using the baseline phase standard deviation and employing tier length as a
weight is identical to the one described here. The R code can be found at
https://www.dropbox.com/s/g3btwdogh30biiv/Within-study MPD_std.R Note that the weight
for the weighted average combining AB-comparisons is only the amount of measurements,
unlike MPD-P.
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6.8a Name of the technique: Slope and level change (SLC)

6.8b Authors and suggested readings: The SLC was proposed and tested by Solanas, Manolov
and Onghena (2010). The authors offer the details for this procedure. The SLC has been
extended and the extension is also described in the tutorial.

6.8c Software that can be used: The SLC can be implemented via an R code developed by R.
Manolov. It can also be applied using a plug-in for R-Commander developed by R. Manolov and
David Leiva.

6.8d How to obtain the software (code): The R code for computing SLC is available at
https://dl.dropboxusercontent.com/s/Itlyowy2ds5h30i/SLC.R

When the URL is open, the R code appears (or can be downloaded via
https://www.dropbox.com/s/Itlyowy2ds5h30i/SLC.R?dI=0). It is a text file that can be opened
with a word processor such as Notepad. Only the part of the code marked below in blue has to be
changed, that is, the user has to input the scores for both phases and specify the number of
baseline phase measurements.

| SLCR - Notepad
File Edit Format View Help

# This R script allows computing the "Slope and level change" procedure
# described in Solanas, Manolov, and Onghena (2818):
#

# Solanas, A., Manolov, R., & Onghena, P. (2818). Estimating slope and level change
# in N=1 designs. Behavior Modification, 34, 195-218.
#

# The R script also offers a graphical representation of the actual and detrended data.

R R

The only part of the code

that needs to be changed:
# Example data set AB data: change the values within () INPUT DATA
info <- c(l1,9,9,8,7,8,8,7,7,6,4,3,2,1,1,2,1,1,8,8)
# Baseline phase length: change the wvalue according to your data
n_a <- 18

# MODIFY THE EXAMPLE AB-DATA SET ACCORDING TO YOUR DATA

R R R

# THE FOLLOWIMG CODE MEEDS NOT BE CHANGED
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6.8e How to use the software (code):

When the text file is downloaded and opened with Notepad, the scores for both phase are
inputted after info <- c( separating them by commas. The number of baseline phase
measurements is specified after n_a <- .

After inputting the data, the whole code (the part that was modified and the remaining part) is
copied and pasted into the R console.

abline(v=(n_a+8.5)) Copy
lines(time[1l:n_a],transf[1:n_a]) Pacte
lines(time[(n_a+1):slength],transf]

; ; . Delete
axis(side=1, at=seq(@,slength,l),la

#axis(side=2, at=seq((min(transf)-1 Select All
points(time, transf, pch=24, bg="bl

title (main="Detrended data™) Right to left Reading order

Show Unicode control characters

Inzert Unicode control character 3

# PRINT THE RESULT Open IME

Reconversion
print ("Slope change estimate = "); print(trendB)

print ("Net level change estimate = "); print(level)

E iz a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()"' on how to cite R or R packages in publications.

Type 'demo() ' for some demos, 'help()}' for on-line help, or
'help.start()' for an HTHML browser interface to help.

Type 'g(}' to guit R.
[Freviou=sly saved workspace restored]

> |

Copy Ctrl+C
Paste Ctrl+V

Paste cornmands only

Copy and paste Ctrl+X
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The result of running the code is a graphical representation of the original and detrended data, as
well as the value of the SLC.

> print ("Slope change estimate = ") print(trendB)
[1] "Slope change estimate = ¢

[1] -0.41l66667

> print ("Met lewvel change eatimate = ") print(lewvel)
[1] "Het lewel change estimate = W

[1] ©0.9333333

Original data

Variable of interest
B8
L1

Measurement time

Detrended data

Variable of interest
3 5
L 11

Measurement time
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The RemdrPlugin.SLC can be installed and loaded directly from the R console

Packages | Windows Help

Load package...

Set CRAN mirror...

Select repositories...

| Install packagefs)...

Update packages..

Install package(s) from local zip files...

-

Packages

RemdrPlugin.mosaic
RemdrPlugin.MPAStats
RemdrPlugin.MMBLU
RemdrPlugin.orloca
RemdrPlugin.plotByGroup
RemdrPlugin.pointG
RemdrPlugin.qual
RemdrPlugin.sampling
RemndrPlugin.see

g
RemdrPlugin.5M
RemdrPlugin.sos
RemdrPlugin.Statistical URY
RemdrPlugin.survival
RemdrPlugin. TeachingDemos
RemdrPlugin.temis
RemdrPlugin.UCA

&

| oK

| | cancel |

6.8e How to use the software (plug-in):

First, a data file has to be created with the scores for both phases represented on the same line

-+

Packages | Windows Help

Select one

phbkrtest

plyr

proto

RZHTML

Rerndr
RemdrPlugin.EACSPIR

RColorBrewer
Repp
ReppEigen
relimp
reshape
reshape?

rgl

Load package...

rlava

Set CRAN mirror...

Select repositories...
Tnstall package(s)...
Update packages...

Tnstall package(s) from local zip files...

RODEC

Rcmdrplu?in.SCDA
)

oK

] [ Cancel

and all numerical values separated by spaces. The dataset can be download from

https://www.dropbox.com/s/833x3ubjvzkjrs3/SLC%?20data.txt?dI=0.

"] SLC data.txt - Notepad - ©

File Edit

Format  View Help

47568189789

Second, the data file is loaded, after clicking on the Slope and level change estimates option of
the SLC menu. Third, the number of baseline measurements is specified in the dialogue box.

ﬁn_ =

el | %

File Edit Data Statistics Graphs Models Distributions SLC  Tools Help

<Mo active dataset>

@ Data set:

R Script |R Markdown|

/" Edit dataset ||} View data set|  Modek:| 2 <No active mode

@R Slope and Level Change Estimates

Select Data File]

- Baseline Phase Length Specification -

Baseline Phase Length:

- Original Data should be loaded before OK -

2

[ @ e ] [ o OK

x Cancel ‘

i

¥ Submit
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Fourth, the numerical results and the graphical representation are obtained.

RGui (32-bit)

== 23 I!*Iﬁ R Commander

== = |

File History Resize Windows

Original data

R R Graphics: Device 2 (ACTIVE) o | =

3456789101
T Y Y B

Variable of interest

Measurement time

Detrended data

m

R Script |R Markdown

slcestimates (datafilefvalues, 4)

F] | »

Output

> slcestimates (datafileSvalues, 4)
[1] "S5lope change estimate = "
[1] -0.08333333

[1] "Level change estimate = "
[1] 1.766667

[[1]]

[1] -0.08333333

File Edit Data Statistics Graphs Models
‘ Distributions  SLC  Tools Help
m @ Data set: datafile /" Edit data set E
|

B
w9 [121]
2 B [1] 1.766667
2 ©
£ ®
L
= _
2 o o
= =
s = _
= 1
$ 8- :
©
© I I I I I I I I I « o
o ]
1 2 3 4 5 6 7T 8 9 Messages
Measurement time [4] HOTE: Read 9 items it
R [5] WOTE: The dataset datafile ha|5|
1 m 3 4 | il | b

6.8f How interpret the results:

The similarity between the graphical representations of original and detrended data suggest that
the baseline trend is not very pronounced. However, the two sets of values belonging to baseline
and intervention phase show greater overlap and, therefore, a more conservative result is
obtained than in the case of not considering trend. The slope change estimate (—0.083) indicates
that both phases present almost the same (lack of) trend, with the intervention phase
measurements showing a slight downward trend. The net level change estimate (1.76) indicates
an average increase of more than one behaviour and a half between the two conditions, taking
into account that the frequency of behaviour was measured.
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6.9a Name of the technique: Slope and level change — percentage version (SLC-P)

6.9b Authors and suggested readings: The SLC_P was proposed by Manolov & Rochat (2015) as
an extension of the Slope and level change procedure (Solanas, Manolov, & Onghena, 2010).
The authors offer the details for this procedure. Moreover, this indicator is applicable to designs
that include several AB-comparisons offering both separate estimates and an overall one. The
combination of the individual AB-comparisons is achieved via a weighted average, in which the
weight is directly related to the amount of measurements and inversely related to the variability
of effects (i.e., similar to Hershberger et al.’s [1999] replication effect quantification proposed as
a moderator).

6.9c Software that can be used: The SLC can be implemented via an R code developed by R.
Manolov.

6.9d How to obtain the software (percentage version): The R code for applying the SLC
(percent) at the within-studies level is available at
https://www.dropbox.com/s/00ukt01bf6h3trs/Within-study SLC percent.R

43 Within-study SLC_percen’ x

<« Cnfn hittps://www.dropbox.com/s/o0uktO1bf6h3trs/Within-study SLC_percentR
i5% Aplicacicnes | Facebook [ lightningnewtab

$ ‘ | M Rumen Manolov *

X
]

Within-study_SLC_percent.R
Hace 1 min - 10,88 KB
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Opening Within-study_SLCR ]

You have chosen to open:

| Within-study_SLC_percent.R

which is a: Text Document (2.9 KB)
from: https://dl.dropboxusercontent.com

What should Firefox do with this file?

) Open with [Notepad (ddauu) ']
9o Slve F|Ie . b b o sttt it

["] Do this gutomatically for files like this from now on.

[ OK ][ Cancel ]

After downloading the file, it can easily be manipulated with a text editor such Notepad, apart
from more specific editors like (RStudio http://www.rstudio.com/ or Vim http://www.vim.org/).

Edit

Medialnfo

1-Zip

Move to Dropbox

Open with " Internet Explorer

Restore previous versions ﬁ] Motepad
rloward.exe

Send to

Within the text of the code the user can see that there are several boxes, which indicate the
actions required, as we will see in the next steps.
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File Edit Format View Help
R i i g e -
#

# INPUT DATA:

# The user should enter the information required below

# Copy only the first two 1ines of code

# Give name to the data set (for posterior meta-analysis)

m

A Ak 4R e

# Get data from an txt file (separated by Tabs)
Data.Id =- readline(prompt="Label the data set ")

# INPUT DATA:

# The user should enter the information required below
# Copy only the next line of code

# Locate .txt data file whem prompted

#
# COPY AND PASTE CODE IN THE R CONSOLE #
# Copy the code until the next box #
# The remaining part of the code needs not be changed #

#

# Function for computing sLC, its gercentage—versﬁon, and mean square error
slc <- function(baseline,treatment

phases <- baseline
phaseB <- treatment
n_b <- length(phaseB)
n_a <- length(phaseA)
slength <- n_a+n_b

# Estimate phase A trend
phaseadiff =- c(1l:(n_a-1))
for (iter in 1:{(n_a-1))

1| 1 +
—_—

6.9e How to use the software (data entry & graphs) :

First, the data file should be created following a pre-defined structure. In the first column
(“Tier”), the user specifies and distinguishes between the tiers or baselines of the multiple-
baseline design. In the second column (“Id”), a significant name is given to the tier to enhance its
identification. In the third column (“Time”), the user specifies the measurement occasion (e.g.,
day, week, session) for each tier, with integers between 1 and the total number of data points for
the tier. Note that the different tiers can have different lengths. In the fourth column (“Phase”),
the user distinguishes between the initial baseline phase (assigned a value of 0) and the
subsequent intervention phase (assigned 1), for each of the tiers. In the first column (“Score”),
the user enters the measurements obtained in the study, for each measurement occasion and for
each tier.

Below an excerpt of the Matchett and Burns (2005) data can be seen, with the remaining data
also entered, but not displayed here. (The data can be obtained from
https://www.dropbox.com/s/Iwrlgps6x0j339y/MatchettBurns.txt?d1=0).
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Home Insert Page Layout Formulas Data

#‘ Cut Calibri 1 or A AT F

23 Copy -

# Format Painter I o-|#-[3-A-|E

Clipboard Font
130 - Jx

A B C D E
1 Tier Id Time Phase Score
2 1 First100w 1 0 a3
3 1 First100w 2 0 50
| 1 First100w 3 0 a7
3 1 First100w a 1 a3
] 1 First100w ] 1 a7
7 1 First100w ] 1 25
2 1 First100w 7 1 63
9 1 First100w 8 1 60
10 1 First100w 9 1 67
11 2 Second100w 1 0 23
12 2 Second100w 2 0 19
13 2 Second100w 3 0 19
14 2 Second100w 4 0 23
15 2 Second100w 3 0 26
16 2 Second100w 6 0 20
17 2 Second100w 7 1 37
18 2 Second100w 8 1 35

As the example shows, we suggest using Excel as a platform for creating the data file, as it is
well known and widely available (open source versions of Excel also exist). However, in order to
improve the readability of the data file by R, we recommend converting the Excel file into a
simpler text file delimited by tabulations. This can be achieved using the “Save As” option and

choosing the appropriate file format.
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@ * ' B Desktop » w | O Search Desktop

Organize « Mew folder =

Save As
o
(7]
L)

@ Microsoft Excel

)& WorkStation
7.0 Favorites
B Desktop ﬁkj Professional
4 Downloads - -

L EH
1= Recent places o,

%% Dropbox SJ Libraries
l-l =
1M profeszional .
| Metwork
W — W

File name: | MatchettEurnsi.txt

Save as type: | Text (Tab delimited) (%)

Authors  WorkStation Tags: Addatag

- Hide Folders Tools Cancel

In case a message appears about losing features in the conversion, the user should choose, as
indicated below, as such features are not necessary for the correct reading of the data.

Microsoft Excel

@ Some features in your workbook might be lost if you save it as Text (Tab delimited].

Do you want to keep using that format?

|

After the conversion, the file has the aspect shown below. Note that the lack of matching
between column headers and column values is not a problem, as the tab delimitation ensures

correct reading of the data.
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=

MatchettBurns.bct - Notepad

File Edit

Format  View Help

-
[
(1K}
=

(R N AU AU NCR MUY MO N Jy Sy Sy NSNS

Id Time

Firstl86w
FirstlB6w
Firstl1B6w
Firstl@gw
Firstl86w
FirstlB6w
Firstl1B6w
Firstl@gw
Firstl86w
Second1B88w
SecondlBw
Secondl@dw
Secondl1B8w
Second1B88w
SecondlBw
Secondl@dw
Secondl1B8w

Phase

LA
i
L]
==
]

Lo L I T Wy R S W S Y S o T« B o T B o W
PR oaEIRPrRPrPRPrPPRPERRPED@DD

43
58
47
43
57
55
63
Be
&7
23
19
18
23
26
28
37
35

Once the data file is created, with the columns in the order required and including headers, we

proceed to load the data in R and ask for the analyses. The next step is, thus, to start R.

Troubleshoot compatibility

To use the code, we will copy and paste different parts of it in several steps. First, we copy the

first two lines (between the first two text boxes) and paste them in the R console.
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File Edit Format View Help

ARFRAR SRS R AR AR AR AR AR AR R AR AR R AR A R AR AR AR AR AR AR AR AR AR R AR -
# #
# INPUT DATA: #
# The user should enter the information required below #
# Copy only the first two lines of code #
# Give name to the data set (for posterior meta-analysis) #
# #

#ERSARSARSA R H AR SRR R RS AR R R AR R R R R A R R

# Get data from an txt file (separated by Tabs)
Data.Id =- readline(prompt="Label the data set

L R R

4
(]
=

# INPUT DATA:

# The user should enter the information reqU'irE::iI Copy I
# Copy only the next line of code P

# Locate .txt data file whem prompted s

# Delete

L R R

File Edit View Misc Packages Windows Help

R SEIREEIEE

R wversgzion 3.1.0 (2014-04-10) -- "Spring Dance™
Copyright (C) 2014 The R Foundation for Statistical Computing
Flatform: i3B6-wed-mingw3Z/i386 (32-bit)

R iz free software and comes with ABSCLUTELY MO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type '"license()' or "licence()'" for distribution details.

R iz a collaborative project with many contributors.
Type 'contributors()"' for more information and
'gitation()"'" on how to cite R or R packages in publications.

Type 'demo()' for =zome demos, "help()' for on-line help, or
'"help.start() ' for an HIML browser interface to help.

Type "gi)' to quit R.

> |

Paste commands cnly
Copy and paste

Clear window
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After pasting these first two lines, the user is prompted to give a name to the data set. Here, we
wrote “MatchettBurns”.

> # Get data from an txt file (=zeparated by Tabs)
> Data.Id <- readline (prompt="Labkel the data =set ")
Label the data set HatchettBu:nsI

The reader is adverted that each new copy-paste operation is marked by text boxes, which
indicate the limits of the code that has to be copied and pasted and also the actions required. Now
we move to the code between the second and the third text boxes: we copy the next line of code
from the file containing it and paste it into the R console.

File Edit Format View Help

B Rk e
# #
|# INPUT DATA: #
# The user should enter the information required below #
#
#
#

|# Copy only the first two lines of code
|# Give name to the data set (for posterior meta-analysis)

#
B R Rk Sk

# Get data from an txt file (separated by Tabs)
Data.Id =- readline(prompt="Label the data set ")

i e b
#

# INPUT DATA:

# The user should enter the information required below
# Copy only the next line of code

# Locate .txt data file whem prompted

#

A e A e W W A

e i e

Undo
B e o L i i i i L i i L R
#
# COPY AND PASTE CODE IN THE R CONSOLE Cut
# Copy the code until the next box I Copy |
# The remaining part of the code needs not be changed —
# dste
FRFR R AR AR AR R R R R R AR AR R R Delete
# Function for computing SLC, its percentage-version, an
s1c <- functﬁon(base?ine,treatmentg Select All
phaseA <- baseline Right to left Reading order
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R R Console - E e

~
Copvright (C) 2014 The R Foundation for Statistical Computing

Flatform: i3g6-wed-mingw3iZ/i386 (32-bit)

R iz free =zoftware and comes with ABSCLUTELY MO WARBRLNTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details=.

R iz a collaborative project with many contributors.
Type 'contributors()' for more information and
'gitation()"' on how to cite R or R packages in publications.

Type 'demo()' for some demos, '"help()' for on-line help, or
"Thelp.=start()' for an HTML browser interface to help.
Type "dgi()' to guit ER.

> # Get data from an txt file (separated by Tabsa)

> Data.Id <- readline (prompt="Label the data =et ")
Lakel the data set MatchettBurns

>

Paste Ctrl+V

| Paste commands only

W
Copy Ctrl+C l
I
I

The user is prompted to locate the file containing the data. Thanks to the way in which the data
file was created, the data are read correctly with no further input required from the user.

R Select file (= [@ =]
~
Look in: | [ Deshktop ] & 11' e mv
T MatchettBurns.tt M |[TY.
Text Document tions.
682 bytes 1=.

i MindView
Shortcut
F 1.57 KB

o == MINITAE 14 eLons.
|— -
m— _, Shortcut
P == 120 KB broor
e KAC Menic-+ YT R
File name: Matchett Bums b v Open
Files of type: | All files (*.%) W Cancel
> MBD «- read.table (file.choose (), header=TRUE, fill=TRUE)}

After the data are loaded, the user should copy the next part of the code: the one located between
the third and the fourth text boxes. Here we illustrate the initial and the last lines of this segment
of the code, up until the fourth text box, which marks that we need to stop copying.
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File Edit Format View Help

# # -
# INPUT DATA: #
# The user should enter the information required below #
# Copy only the next line of code #
# Locate .txt data file whem prompted #
# #

o G G R R

MBD <=- read.table (file.choose(),header=TRUE, Ti1l1=TRUE)

# COPY AND PASTE CODE IM THE R CONSOLE
# Copy the code until the next box

# The remaining part of the code needs not be changed Uinein

HRARARARRAARRBHARRRRRRRAR B R AR R RARRHAR AR R AR AR B R AR AR RRRAARR Cut

; or computing S5LC, = / C

5 <— function(ba5e11ne,treatmentg oby I
{ Paste

P Delete

p

n_

n_ Select All

# Represent raﬁ
ABphase =- L?Ap as
indep 1: 1~ngth(AEp agv:

ymin <- min{min{Atrend) ,min{ABp
ymax <- max({max{atrend) ,max(ABphase))

E1ot(1ndvp,AEphaJu \11m—L(1 max. le
imiter < 1~ngth(A-ha5e}+D.5
abline(v=1imiter)

Tines (indep[1:length{Apha

points (indep,ABphase,

FREFRERRE AR AR AR RS RS AR AR R AR R AR R AR A R R AR R AR R R R AR
#

# COPY AND PASTE CODE IMN THE R CONSOLE
# Copy the code until the end
# The remaining part of the code needs not be changed

Ak A Ak 4R

#
#RnER SRR R A AR R R R R R R R R R R R R R R R R R R R
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The code is pasted into the R console.

RGui (32-bit) r G=HEEN_X

File Edit View Misc Packages Windows Help

EAEEEER

R R Consol =8 Ecn ==

s

R wversion 3.0.2 (2013-09-25) -- "Frisbee Sailing"
Copyright (C) 2013 The R Foundation for Statistical Computing
Platform: i386-we4-mingw32/i386 (32-bit)

E iz free software and comes with ABSOLUITELY NO WARRANTY.
¥You are welcome to redistribute it under certain conditions.
Type '"license()' or '"licence()' for distribution details.

Hatural language support but running in an English locale

R i= a collaborative project with many contributors.
Type 'contributors()'"' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()" for some demos, 'help()' for on-line help, or
"help.=start () ' for an HTML browser interface to help.

Type "g()'" to guit ER.

» Data.Id <- readline (prompt="Label the data set ™)

Label the data set MatchettBurns

> MBD <- read.table (file.choosze (), header=TRUE, fill=TRUE)
>

Ctrl+C
Ctrl+V

Paste commands only
Copy and paste Ctrl+X

Clear window Ctrl+L

This segment of the code performs part of the calculations required for applying the MPD to the
multiple-baseline data, but, at that point, we only get the graphical output presented below.
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This first output of the code offers a graphical representation of the data, with all three tiers of
the multiple-baseline design. Apart from the data points, we see the baseline trend lines fitted in
every tier.

6.9f How to interpret this part of the output:

This visual representation enables the researcher to assess to what extent the baseline trend fitted
matched the actually obtained data. The better the match, the more appropriate the reference for
evaluating the behavioural change, as the baseline trend is projected into the intervention phase
and compared with the real measurements obtained after the intervention has been introduced.
Moreover, (the inverse of) the amount of variability around the fitted baseline is used, together
with tier length, when defining the weight of each tier. These weights are then used for obtaining
a weighted average, i.e., a single quantification for the whole multiple-baseline design.
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6.9e How to use the software (numerical results):

After obtaining and, if desired, saving the first graphical output, the user copies the rest of the
code, until the end of the data file.

File Edit Format View Help

abTline(v=Timiter)
Tines(indep[1:Tength{aphase)}], Atrend[l 1ength(Apha5E)])
points(indep,aBphase, pch=24, bg="black")

# COPY AND PASTE CODE IN THE R CONSOLE
# Copy the code until the end
# The remaining part of the code needs not be changed

# Graphica
par (mfrow= L(4

Jtr1pLhart(eru1t5_5c,v

points(one_sc,pch=43, Undo
# plot: tiers against

plot(tier.weights,resu Cut

"

abline(h=one_sc,col=

_lc,vertical=TRUE,ylab= j ] i Pacte
pointﬁ(nne_1c,pchf43, c01="red”,cex=3}
# plot: tiers against wewghts (for eac ME Delete

p1ot(t1vr WF1?htJ,eru1t5_1 c,ylab="Level chan

abline(h=one_Tc,col="red™) Select All

This segment of the code is then pasted into the R console for obtaining the rest of the graphical
output and also the numerical results.

‘RRConsole

+ Atrend <- slc(Aphase,Bphase) [[€]]
+
+ % Represent graphicallvy
+ ABphase <- c(Aphase,Bphase)
+ indep «<- 1l:length (ABphase)
+ ymin <- min(min(Atrend) , min (ABphase) )
+ Vmax <- max(max (Atrend) , max (ABphase))
+ plot (indep, ABphase, Xlim=c (l,max.length), vliim=c (min.score,ma:
+ limitcer <- length (Aphase)+0.5
+ abline (v=1imiter)
+ lines(indep[l:length (Aphase) ] ,Atrend[l:length (Aphase)])
+ points (indep, ABphase, pch=24, bg="black"™)
+ }
= Copy Ctrl+C
h Paste Curi-v_]
Paste commands only
Copy and paste Ctrl+X
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6.9f How to interpret the output:

The numerical output obtained is expressed in two different metrics. The first table includes the
raw measures that represent the change in slope and change in level, after controlling for baseline
linear trend. These quantifications are obtained for each tier separately and as a weighted average
for the whole multiple-baseline design. The metric is the originally used one in the article (for
Matchett & Burns, 2009: words read correctly). The slope change estimate represents the
average increase, per measurement time, in number of words read correctly after the intervention
— 1.e., it quantifies a progressive change. The net level change represents the average difference
between the intervention and baseline phases, after taking into account the change in slope.

The second table includes the percentage-versions of the SLC. The percentage slope change
estimate represents the average relative increase of intervention phase slope as compared to the
baseline slope. The percentage level change estimate represents the average relative increase of
the intervention level as compared to the baseline level, after controlling for baseline and
treatment linear slopes.

» print ("REesults summary: Raw 3SLC"):; print(pretabla, gquote=FAL3E)
[1] "Eesults summary: Raw SLC"

[r1] [r2] [r3] [r4] [r=] [rE]
[1,] I4 TypeEffect Value Tier 1 Tier 2 Tier 3
[2,] MatchettBurns SlopeChange 4.43 4.3 6.1 3
[3,] MatchettBurns LevelChange 12.072 1.5 16.833 le.143
> print ("Resultz summary for meta-analysiz"); print(tabla, quote=FAL3E)
[1] "Eesults summary for meta—-analysis"

[r1] [r2] [r3] [r4] [r=] [rE] [»7]
[1,] I4 TypeEffect ES Weight Tier 1 Tier 2 Tier 3
[2,] MatchettBurns SlopeChange 670.009 33.8% 860 1016.667 200

[3,] MatchettBurns LevelChange 37.739 33.363 3.041 7TO0.827 35.202

The second graphical output of the code has two parts. To the left, we have one-dimensional
scatterplots with the SLC slope change and level change estimates (upper two graphs) and SLC-
converted-to-percentages (lower two graphs) obtained for each tier and the weighted average
marked with a plus sign. With these graphs the researcher can assess visually the variability in
the values across tiers and also to see which tiers influence more (and are better represented by)
the weighted average. To the right, we have two-dimensional scatterplots with the SLC values
(raw above and percentage below) against the weights assigned to them. With this graphical
representation, the researcher can assess whether the weight is related to the effect size in the
sense that it can be evaluated whether smaller (or greater) effects have received greater weights.
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6.99 How to use the SLC (standardized version: SLC-S): The use of the code for the SLC

version standardized using the baseline phase standard deviation and employing tier length as a
The R code can be found at
https://www.dropbox.com/s/741r9j2keclrecO/Within-study SLC std.R. Note that the weight for

weight is

identical

to the one described here.

the weighted average combining AB-comparisons is only the amount of measurements, unlike

SLC-P.
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Chapter 7.

Tools for implementing randomisation

and using randomisation tests
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7.1a Name of the technique: Randomisation tests via the SCDA package.

7.1b Authors and suggested readings: Randomisation tests are described in detail (and also in the
SCED context) by Edgington and Onghena (2007) and Heyvaert and Onghena (2014a, 2014b).

7.1c Software that can be used: An R package called “SCRT” is available for different design
structures (Bulté & Onghena, 2008; 2009). It can be downloaded from the R website
http://cran.r-project.org/web/packages/SCRT/index.html or as specified below. Randomisation
tests are also implemented in the SCDA plug-in for R Commander (Bulté, 2013; Bulté &
Onghena, 2012).

7.1d How to obtain the software: The steps are as described above for the visual analysis, the
PND, and Cohen’s d. First, open R.

Second, install RemdrPlugin.SCDA using the option Install package(s) from the menu Packages.

Packages

RemdrPlugin.orloca -
RermdrPlugin.plotByGroup
RemdrPlugin.pointG
RermdrPlugin.gual

RermndrPlugin.sampling
Windows Help RcmdrPlugin. SCDA

RermdrPlugin.seeg
RemdrPlugin.SLC

Set CRAN mirror... RermdrPlugin, Sk

RemdrPlugin.sos ¥

Load package...

Select repositories...

I Install package(s)...

Update packages... [ oK ] [ Cancel l

Install package(s) from local zip files...

Third, load RemdrPlugin.SCDA in the R console (directly; this loads also R-Commander) or in
R-Commander (first loading Rcmdr and then the plug-in).

Select one

plyr -
proto

R2ZHTML

Remdr

RemdrPlugin. EACSPIR
RemdrPlugin.SLC
RColorBrewer

Packages | Windows Help Repp . E
RcppEigen
I Load package... I relimp
. reshape
Set CRAN mirror... reshape?
Select repositories... rgl g

Install package(s)...
Update packages...

OK ] ’ Cancel

Install package(s) from local zip files...
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7.1e How to use the software (AB example):

First, the data file needs to be created (first column: phase; second column: scores) and imported
into R-Commander. In this case we the data reported by Winkens, Ponds, Pouwels-van den
Nieuwenhof, Eilander, and van Heugten (2014), as they actually incorporate randomisation in
the AB design and use a randomisation test. The data can be downloaded from
https://www.dropbox.com/s/52y28u4gxj9rsim/Winkens_data.txt?dI=0. We provide an excerpt of
the data below in order to illustrate the data structure. The graphical representation contains all
the data.

| Winkens_data.txt - Notepad
File Edit Format Wiew Help

I I I I I
0 10 20 30 40

Measurement Times

N mmomomoomommeII>REREDRD DRI
[N R W v N S S O v T T s S O N W W T R S FE W |

First, it has to be noted that the SCDA menu has the option to help the researcher Design your

experiment in the SCRT option. Selecting the number of observations and the minimum number

of observations desired per phase, the program provides the number of possible random
S5CDA | 5LC Tools Help

assignments.
SCVA » | I

SCRT I Design your experiment I Mumber of possible assigments...

SCMA » Analyze your data * Display all possible assigments...

Choose 1 possible assigment...
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Select the design type

AB Phase Design

ABA Phase Design

ABAB Phase Design

Completely Randomized Design

A Lm | »

For phase designs:

Minirmum number of observations per
phase:

5

> gquantity(design = "AB",

[1] 36

Murnber of observations
(not necessary for MBD):

For alternating treatments designs:

Maxirmum number of consecutive i
of the same condition:

MT = 45, limit = 5)

Moreover, the SCDA makes the random selection of an intervention start point for the AB design
we are working with (via the Choose 1 possible assignment sub-option).

Help

SCDA | Tools
SCVA F | - : —

SCMA

Analyze your data

Design your experiment *
3

Murnber of possible assigments...
Display all possible assigments...

The screenshot below shows the actual bipartiti

| Choose 1 possible assigment...

on, with 9 measurements in the baseline phase

and 36 in the treatment phase. However, the output could be different each time the user selects

randomly a start point for the intervention.

> gelectdesign(design = "AB", MT = 45, 1limit =_35}
(.11 [,21 [.,31 [.41 [.5] [.,el [,71 [.8)|C,21 [,10Q4 [,111 [.2121 [,13] [,14]
[lf ] rrp‘rr rrp‘rr rrRrr HAI‘I’ rrp‘rr rrp‘rr rrRrr HAI‘I’ rrp‘rr I'I'EH HEI‘I’ I'I'EH HEI‘I’ I'I'EH
[r131 [,1e] [,171 [,181 [,1%81 [,201 [.211 [,22]1 [,231 [.24]1 [.,25] [,28]
[lf ] rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L
[.271 [,281 [,23]1 [,301 [,311 [,32]1 [,331 [,34]1 [,351 [.36] [,37] [,3¢8]
[lf ] rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L
(391 [,401 [,411 [,42]1 [,431 [,494] [,45]
[lf ] rr3rr rr3 L rr3rr rr3 L rr3rr rr3 L rr3rr

Second, we will

focus on the Analyze your data option and all three sub-options. For that

purpose, it is necessary to import the data, paying special attention to unclicking the Variable

names in file option.
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Data | Statistics Graphs Moedels  Distributions  5CDA  Tools Help

Mew data set...
Load data set...
Merge data sets...

set ||| ) View dataset.  Model | £ «

Import data r

Data in packages r
Active data set r
Manage variables in active data set #

from text file, clipbeard, or URL...
from 5P55 data set...

from SAS xport file...

from Minitab data set...

from STATA data set...

from Excel, &ccess or dBase data set...

Enter name for data set; |Winkens

Wanable names in file;

Missing data indicator:

Location of Data File
(®) Local file system
() Clipboard

() Internet URL
Field Separator

(®) White space

() Commas

() Tabs

() Other Specify:lzl

Decimal-Point Character
(@ Period [.]
() Comma[,]

@ Help

v & Search Datasets »
=~ [ @
Date modified Type ®

3/30/2015 212 PM Micros
3/20/2015 4:20PM Text D
410/201412212PM Text D

@ » 4 | « Single-case pr.. » Datasets
Organize » el
”
¢ Favarites NarrjleT
j Downloads % au.csy
B data.bt
‘&l Recent places oman_da
22 Dropb Ej Coker_data.bet
ropbox
B Desktop | Winkens_data.bit

3/30/20154:23PM  TextD o

L 4

>

File name: |Winkens_data ot

v| | Text Files ("t TXT,".dat,"DA +|

| Open | | Cancel |

134



Manolov, Moeyaert, & Evans

Afterwards, the SCDA plug-in is used.

SCDA | Tools Help
SCva » | = . ]

Design your experiment # i
SCMA » Analyze your data r Observed test statistic...
Randomization distribution...

P-value...

For obtaining the value of the Observed test statistic it is only necessary to specify the design
and type of test statistic to use. For instance, in the Winkens et al. (2014) study the objective was
to reduce behaviour, thus, the phase B mean was subtracted from the phase A mean in order to
obtain a positive difference

@R® Observed test statistic ﬂ

Select the design type Select the test statistic

AB Phase Design
ABA Phase Design
ABAB Phase Design
Completely Randomized Design PA-PB (only for ABA and ABAE) W

Select the data file
(@) Use the active data set

@Help @ 0].4 * Cancel

> observed(design = "AB", =statistic = "A-B", data = Winkens)
[1] ©0.6111111

The result obtained is 0.611, marking an average reduction of more than half an aggressive
behaviour after the intervention.

Obtaining the value of the Randomization distribution entails obtaining the value of the same
test statistic for all possible bipartitions of the data. Considering the minimum number of
observations per phase (5), there are 36 possible values, one of which is the actually obtained
one.
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@

Randomization distribution

Select the design type

AB Phase Design

ABA Phase Design

ABAB Phase Design

Completely Randomized Design w

For phase designs:

Minimum number of observations per
phase:

Select the randomization distribution
(@) Systematic randomization distribution
() Monte Carlo randomization distribution

Mumber of randomizations:

Select the data file
(®) Use the active data set

PA-PE (only for ABA and ABAR)

Select the test statistic

L

For alternating treatments designs:

Maximum number of consecutive administrations
of the same condition:

Save the distribution?
®) NO
() YES

Choose "YES' if you want to save the possible assignments to a text file,
In this case, a file select window will appear (after clicking 'OK').

Create a text file to store the assignments by typing 'filename. b’

in the window in a folder of your cheice,

> distribution.systematic (design = "A4B", =statistic = "A-B", limit = 5, =ave
+ "no", data = Winkens)
[1] -0.700000000 -0.607758621 -0.5231059244 -0.490783410 -0.431818182
[6] —-0.375000000 -0.321428571 -0.303571429 -0.278656126 -0.2740358462
[11] -0.265086207 -0.259259259 -0.254%940711 -0.233193277 -0.210000000
[16] -0.1594444444 -0.188259109 -0.150000000 -0.131336406 -0.12834224¢%
[21] -0.018518519 O.000000000 O.006072874 0.076923077 0.0905909091
[26] 0.171428571 0.214285714 0.300000000 0.307692308 0.315789474
[31] 0.360902256 0.368983957 0.375000000 0©0.476351351 0.587837838
[36] 0O0.611111111

In the results it can already be seen that the observed test statistic is the largest value.
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Finally, we can obtain the p value associated with the observed test statistic.
@® P-value

Select the design type Select the test statistic

AB Phase Design
ABA Phase Design
ABAE Phase Design
Completely Randomized Design w PA-PE (only for ABA and ABAE) v

For phase designs: For alternating treatments designs:
Minirnum number of observations per Maxirmum number of consecutive administrations
phase: of the same condition:

Select the randomization distribution o
For the Monte Carlo distribution:

i)l Systernatic randomization distribution o
Mumber of randomizations:

i) Monte Carlo randomization distribution

Select the data file
(@) Use the active data set

> pvalue.systematic (design = "AB", statistic = "A-B", limit = 5, data =
+ Winkens)
[1] Q.027T77T778

7.1f How interpret the results: The observed test statistic (0.611) is the largest of all 36 values in
the randomisation distribution. Given that this value is one of the possibility under the null
hypothesis that all data bipartitions are equally likely in case the intervention is ineffective, the p
values is equal to 1/36 = 0.0278. It is interesting to mention that in this case the statistical
significance of the result contrasts with the conclusion of Winkens and colleagues (2014), as
these authors also considered the fact that after the intervention the behaviour become more
unpredictable (as illustrated by the increased range), despite the average decrease in verbal
aggressive behaviours.
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7.1e How to use the software (multiple-baseline example):

First, the data file needs to be created (first column: phase for tier 1; second column: scores for
tier 1; third column: phase for tier 2; fourth column: scores for tier 3; and so forth) and imported
into R-Commander. The data for the multiple-baseline example can be downloaded from
https://www.dropbox.com/s/vcch4h06ra8flc4/2%20SCDA.txt?dI=0 and they belong to a
fictitious study intending to reduce target behavior. The data and their graphical representation
are presented below.

Scores

123 4
|

| 2 SCDAx -
File Edit Format

LA
I=
m

o

Scores

Ln
—
=
—
Lh
]
=

Scores
2 4 6 8

Ln
—
=
—
Lh
]
=

Measurement Times

00000 meomomomomoomomEsEDRD> DR
SR I R CR . R VIR NI Sy ST, W, I N, I O SO I B I B
D mmmmmmomm@OERFEDRFEEDERF I

R I R R R WY R WU Ny . R, I I R I I R B R R
T mm@mEEEEEEFEREEREDEREDREDERDR DR
R LI S R R VR - = Y I - R o N I I R B R

First, it has to be noted that the SCDA menu has the option to help the researcher Design your
experiment in the SCRT option.
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SCDA | 5LC Tools Help

SCva |
SCRT Design your experiment Mumber of possible assigments...
SCMA Analyze your data 4 Display all possible assigments...

Choose 1 possible assigment...

Selecting the type of design being multiple-baseline, there is nothing else left to specify.

@® Mumber of possible assignments
Select the design type
Completely Randomized Design A
Alternating Treatments Design Mumber of observations
Randomized Block Design (not necessary for MBD):

Multiple Baseline Design

For phase designs: For alternating treatments designs:
Minirmum number of cbservations per Maximum number of consecutive administrations
phase: of the same condition:

If the chosen design is a multiple baseline design, a file select window
will appear (after clicking 'OK') where you must select the file containing the possible startpeoints.

However, a new window pops up and we need to locate a file in which the possible intervention
start points are specified.

L7 Open
{(__-) - 4 .« Single-case pr... » Datasets v & Search Datasets 0
Organize « Mew folder =~ I @
T s
-l Recentplaces  *  Mame Date modified Type ™
%3 Dropbox | 2 5CDA Bt 3/31/2015 816 AM  TextD
B Desktop @ | 2 5CDA_pts.bt 3/31/2015 813 AM  TextD
& | Boman_data.txt 3/20/2015 4:20 PM TextD
*&) Homegroup & | Coker_data.bd 4/10/2014 1212 PM TextD
v 4 >
File name: |2 SCDA_pts.bit w | |Allfiles (*.%) v

This file has the following aspect: there is one line containing the possible intervention start
points for each of the three tiers. Note that there is not overlap between these points, because the

aim in a multiple-baseline design is that the intervention be introduced in a staggered way in
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order to control for threats to internal validity. A file with the starting points is only necessary for
multiple-baseline designs. The example can be downloaded from
https://www.dropbox.com/s/ripms2b0zq6gali/2%20SCDA_pts.txt?dI=0.

] 2SCDA ptstxt - Notepad - ©
File Edit Format View Help

4 5 B 7
9 18 11 12
14 15 16 17

As a result we see that there are 384 possible combinations of intervention start points, taking
into account the fact that the individuals are also randomly assigned to the three baselines.
> guantity(design = "MEBD", =starts =

+ "C:/Users/WorkStation/Dropbox/5ingle-case procedures/Datasets/2 SCDA pts.txt
[1] S84

The SCDA plug-in can also be used to select at random one of these 384 option. via the Choose
1 possible assignment sub-option.

SCDA | Tools Help
SCVA + | = : —l

Design your experiment * Murnber of possible assigments...
S5CMA » Analyze your data r Display all possible assigments...
| Choose 1 possible assigment...
@® Choose 1 data arrangement

Select the design type

Completely Randomized Design &

Alternating Treatments Design Number of ohservahons

Randomized Block Design (not necessary for MEBD):

Multiple Baseline Design

For phase designs: For alternating treatments designs:
Minimurn nurnber of observations per Maximum number of consecutive administrations
phase: of the same condition:

If the chosen design is a multiple baseline design, a file select window will appear (after clicking 'OK")
where you rmust select the file containing the possible startpoints,
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We need to point once again to the data file with the starting points, before one of the 384
possibilities is selected.

n
@ Ope
T , < Single-case pr... » Datasets v Search Datasets 2
Organize = Mew folder ==~ [ @
- Eavorites ~  Mame Date modified Type "™
Ly
$ D load | 2 SCDA B 332015816 AM Ted D
ownloads
R ol w2 5CDA_ptett 373172015 813 AM Text D
= Recent places
22 Droob | Boman_data.td 3/20/2015 4:20 PM Text D
%* Dropbox
B Deskt w | Coker_databdt A0/2014 1292 PM Text D o
eskto
P w i >
File name: | 2 SCOAbG w | | Text Files ("o, * TXT *.dat*.D4 w
Open Cancel

The screenshot below shows the actual random intervention start points: after five baseline
measurements for the first individual, after 10 baseline measurements for the second individual
and after 15 baseline measurements for the third individual. However, the output could be
different each time the user selects randomly a start point for the intervention.

> zelectdesign (design = "MED")
[l] FFE" "ll" "16"

Second, we will focus on the Analyze your data option and all three sub-options. For that
purpose, it is necessary to import the data, paying special attention to unclicking the Variable
names in file option.

Data|5tatistics Graphs Medels  Distributions  5CDA  Tools  Help
Mew data set...
Load data set...
Merge data sets...

M from text file, clipbeoard, or URL...

Data in packages r from SP55 data set...
Active data set r from SAS xport file...
Manage variables in active data set ¥ from Minitab data set...
from STATA data set...

from Excel, Access or dBase data set...

data set | || ] View data set Model: | £ <
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Enter name for data set: |MED
Variable names in file: ||
Missing data indicator: |NA |
Location of Data File

(®) Local file system

() Clipboard

() Internet URL

Field Separator

(®) White space

() Commas

() Tabs

() Other Specilj,l:l:l
Decimal-Point Character

(®) Period [.]

) Commal,]

&) Help o OK

T | « Single-casepr.. » Datasets v Search Datasets §=]

Organize ¥ Mew folder == o [ @

- Mame Date modified Type ™

| & 2SCDAb 3/31/20158&16 AM  Text D
& | 2 SCDA_pts bt 3/31/2015813AM  TextD
L | Boman_data.bt 3/20/2015420PM  TextD
& | Coker_data.bd 4/10/20141212PM  Text D
LU 4 >

'5'-\{ Favorites
Li Downloads
“El Recent places
%F Dropbox
B Decktop

File name: | 2 SCOA G Text Files (*.bet, " THT,*.dat,*.DA w

Open Cancel
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Afterwards, the SCDA plug-in is used.

SCDA | Tools Help
SCva » | = . ]

Design your experiment #

SCMA » \ Analyze your data I Observed test statistic... I

Randomization distributian...

P-value...

For obtaining the value of the Observed test statistic it is only necessary to specify the design
and type of test statistic to use. For instance, in the Winkens et al. (2014) study the objective was
to reduce behaviour, thus, the phase B mean was subtracted from the phase A mean in order to

obtain a positive difference

® N

Select the design type Select the test statistic
Completely Randomized Design A
Alternating Treatments Design

Randomized Bleck Design
Multiple Baseline Design PA-PE (only for ABA and ABAR) W

» observed (design = "MBD", =statistic = "A-B", data = MBED)

[1] 2.88888
The result obtained is 2.889, marking an average reduction of almost three behaviours after the
intervention.

Obtaining the value of the Randomization distribution entails obtaining the value of the same
test statistic for all possible bipartitions of the three series (and all possible ways of assigning
three individuals to three tiers), one of which is the actually obtained one.
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Select the design type Select the test statistic

Completely Randomized Design »
Alternating Treatments Design
Randomized Block Design

Multiple Baseline Design PA-PE (only for ABA and ABAE) v

For phase designs: For alternating treatments designs:

Minimum number of chservations per Maximum number of consecutive administrations
phase: of the same condition:

[ ] (.

Save the distribution?

Select the randomization distribution ® NO
O Systematic randomization distribution (] YES
(® Monte Carlo randemization distribution Choose "YES' if you want to save the possible assignments to a text file.
= e In this case, a file select window will appear (after clicking "OK').
Number of randomizations: Create a text file to store the assignments by typing filename. b’

in the window in a folder of your choice,

Select the data file
(@) Use the active data set

If the chosen design is a multiple baseline design, a file select window will appear (after clicking 'OK')
where you must select the file containing the possible startpoints. If you also chose for the assignments
to be saved, a second window will appear where you must create a text file to store the assignments.

We need to locate once again the file with the possible intervention starting points.

T . « Single-casepr.. » Datasets v Search Datasets

Organize « Mew folder

63 Mame Date modified
| & 2 SCDAb 3/31/2015 8:16 AM
& | 2 SCDA_pts.xt 3/31/2015 813 AM
. | Boman_data.bt 3/20/2015 4:20 PM
& | Coker_data.bt 4/10/201412:12 PM

'i'.l{ Favorites
j Downloads

“El Recent places

%F Dropbox
B Decktop

LU

File name: | 2 SCOA G Text Files (*.bet, " THT,*.dat,*.DA w

Open Cancel
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The complete systematic randomisation distribution consists of 384 values. However, it is also
possible to choose randomly a large number of all possible randomisations — this is a time-
efficient option when it is difficult for the software to go systematically through all possible
randomizations. It may seem like a paradox, but the software is faster performing 1000 random
selections of all possible randomisations that listing systematically all 384.

» distribution.random(de=sign = "MBD", statistic = "A-B", number = 1000, =awve
+ = "no", data = MBD, starts =
+ "CifUsers/WorkStation/Dropbox/Single-case procedures/Datasets/2 SCDA pts.txt")

[945] 2.881000 2.881000 2.881000 2.885714 2.885714 2.885714 2.E888889 2.858888%9
[953] 2.888889 Z2.888885 2.895833 2.308610 2.911785 2Z2.811785 2.852381 2.3952381
[961] 2.952381 2.962500 2.962500 2.375277 2.975277 2.986353 2.988955 2.9889%85
[969] 2.9889%95 2.988935 3.021675 3.021675 3.021675 3.021675 3.021675 3.058333
[977] 3.0860376 3.060376 3.060376 3.060376 3.08122% 3.08122%9 3.081229 3.083271
[985] 3.083271 3.083271 3.083271 3.088342 3.088342 3.088342 3.088342 3.088342
[993] 3.093056 3.159722 3.153722 3.159722 3.159722 3.182618 3.18226182 3.1826l8

The excerpt of the results shown above suggests that the observed test statistic is among the
largest ones: it is number 951 in the distribution sorted in ascending order. Thus there are 50
values as large as or larger than the observed test statistic in this distribution. We would expect
the p value from a Monte Carlo randomisation distribution to be somewhere in the vicinity of
50/1000 = .05. In order to obtain the p value associated with the observed test statistic, we use
the corresponding option.

| SCDA | EACSPIR  Tools Help
SCVA ¥ | -
I Design your experiment * |
SCMA » Observed test statistic...

Randomization distribution...
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Select the design type Select the test statistic

Completely Randomized Design »
Alternating Treatments Design
Randomized Block Design

Multiple Baseline Design PA-PE (only for ABA and ABAE) W

For phase designs: For alternating treatments designs:

Minirnum number of cbservations per Maxirnurm number of consecutive administrations
phase: of the same condition:

[ ] [ ]

Select the randomization distribution
() Systematic randomization distribution
(® Monte Carlo randomization distribution

For the Monte Carlo distribution:

Mumber of randomizations:

Select the data file
(@) Use the active data set

If the chosen design is a multiple baseline design, a file select window will appear (after clicking 'OK')
where you must select the file containing the possible startpoints.

We need to locate once again the file with the possible intervention starting points.

T | <« Single-casepr.. » Datasets v Search Datasets

Organize = Mew folder

&3 Mame Date modified

| & 2 SCDAb 3/31/2015 8:16 AM
& | 2 SCDA_pts.et 3/31/2015 8:13 AM
. | Boman_data.bt 3/20/2015 4:20 PM
& Coker_data.bd 4/10/201412:12 PM

‘.i'.\( Favarites
j Downloads

“El Recent places

%3 Dropbox
B Desktop

£

File name: | 2 SCDABt Text Files (*.bet, . TXT, " dat,*.DA w

Open Cancel

146



Manolov, Moeyaert, & Evans

7.1f How to interpret the results (multiple-baseline example):

In this case, given that we are illustrating the Monte Carlo option for selecting randomly some of
the possible randomisations, the p value obtained by each user may be slightly different. We here
obtained a results that is just above the conventional 5% nominal alpha, which would suggest not
rejecting the null hypothesis that the treatment was ineffective.

» pvalue.random(design = "MED", statistic = "4-B", number = 1000, data = MED)
[1] 0.052

It can be seen that with 1000 randomisations the previously presented list which suggested p =
.05 and the current result are very similar. Nevertheless, in this case the small difference would
imply making a different statistical decision. It is up to the user to decide whether a new Monte
Carlo randomisation distribution is warranted for gaining further evidence about the likelihood of
the observed test statistic under the null hypothesis that all possible bipartitions of the series are
equally likely.

Another option is to be patient and wait for the results of a systematic randomisation distribution,
which in this case suggest that the observed test statistic is statistically significant, as it is number
366th in 384 values sorted in ascending order — there are 18 values larger than it plus one value
equal (the observed test statistic itself). Thus the p value is 19/384 ~ .049.

» distribution.systematic (design = "MBD", s=statistic = "A-B", save = "no", data =

+ MBD, starts =
+ "Ci:/Users/WorkStation/Dropbox/5ingle-case procedures/Datasets/

3%

SCDR pts.txt")

[325] 2.640980 2.643022 2.653770 2.655812 2.660732 2.663875 2.665918 2.670988
[337] 2.675702 2.688492 2.690266 2.691667 2.698598 2.716120 2.718162 2.7423690
[345] 2.750842 2.7551559 2.765264 2.779612 2.781654 2.787500 2.789542 2.81039&
[353] 2.812438 2.814334 2.817508 2.822222 2.845118 2.850952 2.853035 2.861111
[361]) 2.863154 2.8B738B8 2.875830 2.881000 2.88B5714 2.BBBBES 2.8895833 2.908610
[360] 2.911785 2.952381 2.962500 2.975277 2.9865953 2.9889595 3.021675 3.058333
[377] 3.060376 3.081225 3.083271 3.088342 3.093056 3.115951 3.159722 3.182&1%8
> pvalue.systematic (design = "MBD"™, statistic = "4-B", data = MED)

[1] 0.04947917

Finally, it has to be stressed that the result for the systematic and the Monte Carlo randomisation
distributions are very similar, which means that the Monte Carlo option is a good approximation.
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7.2a Name of the technique: Randomisation tests via ExPRT.

7.2b Authors and suggested readings: Further developments on randomisation tests have been
authored by Levin, Ferron, and Kratochwill (2012) and Levin, Lall, and Kratochwill (2011).

These developments are among the ones included in the software detailed below.

7.2c Software that can be used: A macro for Excel called “EXPRT” and developed by Boris

Gafurov and Joel Levin is available at the following website http://code.google.com/p/exprt/.

7.2d How to obtain the software:

The software is obtained via the Download ExPRT link, as shown below.

Project Home Wiki Issues Source

= E=H
e%};ﬁ‘ﬁ htp://code.google.com/p/eprt/ 0~ & H @ exprt - The single-case dat. ‘ | {nf 5.3 &
Archive Edicion  Ver Favoritos Herramientas  Ayuda
- v [ @@ v Paginav Seguridad v Hemamientas v @~ N @ W]
@ The single-case data-analysis ExPRT (Excel® Package of Randomization .
Tesls) Search projects

Summary People

Project Information

ExPRT (Excel® Package of Randomization Tests):

Project feeds L. . N
Code license Statistical Analyses of Single-Case Intervention Data
MIT License (Version 1.1, October 2013)

Labels

Academic Statistics Developed by Boris S Gafurov and Joel R Levin

The single-case data-analysis EXPRT (Excel® Package of Randomization Tests), is a set of Microsoft

#% Members _ Office 2010 Excel®-based programs for conducting randomization and permutation statistical tests in a
gsbo @amail com wide variety of single-case intervention designs. The present package, developed by Boris S. Gafurov
(George Mason University) and Joel R. Levin (University of Arizona and University of Wisconsin-
Links Madison) is currently in preliminary form (Mersion 1 1) ExPRT is freely available to single-case
External links researchers and consists of an extensive set of macros for: (1) generating and displaying complete
Download ExPRT randomization distributions; (2) conducting randomization statistical tests on single-case intervention

data, and (3) providing outcome summaries in both graphical and numerical formats.

Any published or unpublished reports based on these programs should include specific reference to the
ExPRT package and its developers.

EXPRT 3 items

ExPRT 1.1 User Instructio. . ExPRT1.1.exe ExPRT1.1.zip
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7.2e How to use the software:

For using relatively complex programs (with many options), such as EXPRT, we recommend that
applied researchers consult the manual available in the Download section of the website. In this
case, it is especially relevant to become familiar with what each column of each Excel worksheet
should contain. Moreover, it is necessary to distinguish between the columns where user input is
required and the columns that provide information (i.e., that should not be modified). Here we
provide a simple example with an AB designs, but for more complex design structures the
manual and the corresponding articles have to be read in depth.

EXPRT (Excel® Package of Randomization Tests): Statistical Analyses of
Single-Case Intervention Data (Version 1.1, October 2013)

Developed by Boris 5. Gafurov and Joel R. Levin

O z -

Intervention start-point_randomizer. An additional feature of ExPRT, an intervention
start-point randomizer routine for planned studies, mav be seen on the Eandomizer sheet in
Figure 3. To apply the routine, the researcher specifies the design characteristics, including the
earliest potential intervention start point for each case (here, Observation 5 in Column A) and the
number of potential intervention start points for each case (13 here, from Observation 5 through
Observation 17). The researcher then clicks on the Fandomize button and in Column E is
provided a randomlyv selected intervention start point for each case. From Figure 3°s Column E it

First, the worksheet called “randomizer” can be used to choose at random one of the possible
random assignments. After inputting the first possible intervention point and the number of
possible intervention points, clicking on the Randomize button leads to obtaining the
measurement time at which the intervention should be introduced: in the Winkens at al. (2014)
study it was at the 10™ observation when the intervention was introduced. This can also be
accomplished using the SCDA plug-in.

A B C D E F G H I
1st pot # pot ) max # actinterv
# units
intv stpnt  stpnts pnts stpnt

6 36 1 ) 10

Copy to Interven
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Second, to obtain the result, data should be inputted in the worksheet called “data”. In this
worksheet, the admissible intervention start points are marked in yellow: in the running example,
all measurement times between the 6™ and 41%, both inclusive.

A B = D E F G AN AOQ AP AQ AR AS

Third, in the worksheet called “intervention”, the user specifies the characteristics of the
analysis, namely, whether the null hypothesis is one-tailed (e.g., an improvement in the behavior
is only expressed as a reduction during the intervention phase), how the test statistic should be
defined, the nominal statistical significance level alpha.

A B C D E F G H I
1st pot act Data: : 1:A>B or
) # pot # max# . Tails
interv ront o : interv  1:Original, alpha (1.2) T1>T2, 2:B=A
stpnts units pnts ,
stpnt > . > . stent 2:5tandardized‘ or T2>T1
6 36 1 45 10 1 0.05 1 1

The information on how to fill in the columns of this worksheet can be found in the manual,
where detailed information is provided (as illustrated below).
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ExPRT (Excel® Package of Randomization Tests): Statistical Analyses of
Single-Case Intervention Data (Version 1.1, October 2013)

Developed by Boris S. Gafurov and Joel R. Levin

Any published or unpublished reports based on these programs should include specific
reference to the ExPRT package and iis developers.

I I N I N O s T T CE IR RS F e - TR B -]

In Column A, ¥ pot intery stpnt (1¥! potential intervention start point), the user enters the
first designated potential {“acceptable™) observation for which the intervention could be in effect
(here, the 5% observation for each case).

In Column B, # pot stprts (number of potential start points), the total number of
designated potential intervention start points is entered (here, 13 for each case).

Columns C and D are left blank and are provided bv the program during the analysis.
Column C, # wnits, indicates the number of cases (here, 4) and Column D, max # pis (maximum
number of points) indicates the maximum number of outcome observations possible (here, 20).

In Column E, act intery stprt (actual intervention start point), the user inputs
the actual intervention start point that was randomly selected for each case. Inthe
hvpothetical Marascuilo-Busk (1988) example, these turned out to be Observations 5,
9,13, and 17 for Cases 14, respectively.

Fourth, the numerical result is obtained by clicking at the button Run (column T), while the
graphical representation of the data is provided after clicking the button Plot (column U).

T ")

Run 1st Then Plot

Run Plot

columns in ExPRT
J K
Mpnts,
Sig. ordr

perms, tut‘
NS. p=0.0556 36

|

Rank = 2 of 36 1

36
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= Ln )]

Outcome Measure
L

A PhaseMean=3.22
BPhaseMean=267

Effect Sized =-0.57

Average Effect Size d=-0.57

The p value is presented and categorised as statistically significant or not, according to the
nominal alpha. The rank of the observed statistic is also provided. Additionally, the plot offers
the means of each phase.

Fifth, in the worksheet called “output” more detailed information is provided. For each possible
random assignment, defined by each possible intervention start point (here from 6 to 41), the
user is presented the means of each phase, the mean difference, and the rank of this difference
according to whether the aim is to increase or reduce behaviour. In the example below, it can be
seen that if the intervention had actually started on the 9" or 11" measurement time, the mean
difference would have been smaller than the one observed. Actually, only for the 38"
measurement as a possible intervention start point is the difference larger. Thus, as it was
obtained by the SCDA package, the p value arises from the fact that the observed test statistic is
the second largest as compared to the pseudostatistics for all 36 possible random assignments.
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AD AP AQ AR
i 5tart Pnts vs Units Perms
1
9 3.125
27027027
-0.4222973
3
Actual 10 32.22222222 Mean phase A
2.66666667 Mean phase B
-0.55555556 Mean difference
2 R . iff
11 2.9
2. 74285714
-0.15714286
11
W
2.25
-0.64189189

1—
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Chapter 8.

Simulation modelling analysis
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8.a Name of the technique: Simulation modelling analysis (SMA)

8.b Authors and suggested readings: The SMA was presented by Borckardt and colleagues
(2008). Further discussion and additional illustration is provided by Borckardt and Nash (2014).

8.c Software that can be used: Open source software is available for implementing the SMA. The
program is stand-alone and can be downloaded at http://clinicalresearcher.org/software.htm. The
software and the user’s guide are credited to Jeffrey Borckardt.

8.d How to obtain the software:

The software can be obtained from the website for two different operating systems.

o

Archive  Ediciéen  Ver Favoritos Herramientas  Ayuda

- v [ g= v Pagina~ Seguridad v Herramientas~ @~ N 9 N

=N R (=)

s S e
| | LI Eal Bipd

(& http://clinicalresearcher.org/software.htm Jo R N«

fr= P
(= ClinicalResearcher.org

Clinicalﬂcscarchcr.org

Clinical Research Sclutions

We offer a number of free software packages for a vanety of clinical applications from assessment,
clinical database management, progress-note facilitation software,
to clinical case tume-series data analysis programs.

For all programs, vou may need to right-click on the link and save the link to disk (or option-click on Mac).

SMA - Version 9.9.28 -Simulation Modeling Analysis program for short streams of time-series data (Freeware)
SMA 15 a software package designed specifically for single-subject clinical-case analysis applications. It allows the
user to use boostrapping techniques for statistical significance testing for single-subject designs. Additionally, SMA 1s
designed to allow users to easily implement parametric and non-parametric simulation-modeling approaches to
signficance testing. Users can test for signifanct changes in levels (means) between treatment phases as well as for
changes in slope using 5 built-in slope-testing models, partial correlation functions and a custom slope model. The
program implements a cross-correlation model as well with a new Beta-version non-parametric cross correlations.
SMA 1s freeware

Download a copy:

-MacOSX

-Windows 95 or better

User's Guide v
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We also recommend downloading and consulting the User’s guide in order to become familiar
with the different tests that can be carried out.

Q‘ - ‘ @ hitpy//clinical her.org/SMA_Guidepdf 0 + & H @ clinicalresearcher.org [ ‘
i

Ayuda

) v B v [ @ v Piginav Seguridad v Hemamientas~ @~ &N @ &
=4,
:‘I-’lln AT 1O N
fil'l' ELING
ANALYSIS
TIME SERIES ANALYSIS PROGRAM
FOR SHORT TIME SERIES DATA
STREAMS.
col ® 2008, S PH.D.

8.e How to use the software:

First, the data are entered: scores in the Var1(DV) column and the dummy variable representing
the condition in the Var2(PHASE) column. Another (and easier) option is to have a tab-delimited
data file with the data organised in two columns (scores first, phase labels next using 0 for
baseline and 1 for the intervention phase). This file can be loaded into the software via the Tab-
Delim Text sub-option of the Open option of the File menu, as shown below for the Winkens et
al. (2014) data. This example data can be downloaded from
https://www.dropbox.com/s/Ohj7kmouzhvx769/Winkens_data SMA.txt?dI=0

File Edit Format

2] Data Window . l=l|lE|-|_-=“~‘-lllj de= B 5
File | Edit Data Analyses |

Open L Tab-Delim Text Ctrl+T

Save r 5MA Data File Ctrl+0 i

Quit Ctrl+Q

m

A

—a e | A

| oo

bk |k | et | b = | D D DD 222

T T e Y = T N
e il sl sl il =1=1=1=1=1=]

E S RS = = = D I S P LR R
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Alternatively, only the scores may be loaded and the partition of the data into phases can be done
by clicking on the graphical representation. Different aspects can be presented on the graph — in
the example below we chose phase means to be depicted, apart from the scores in each
measurement occasion.

E’ Figure ‘ =R

[C|Show Mean: /] Phase Means [Csave ] [ Tex )

[C]Show Sigmas [ | Phase Sigmas

Figure Width:| 531
| Show values
Figure Height: | 331

[] Show N
Font zize: 14 -
K Offzet: 4 3

Y Offset: o F [ Copy to Clipboard ]

Click the figure to split vour data stream into regions for testing:

\\Va 7 T

AV

The SMA uses Pearson’s correlation coefficient (actually, the point biserial correlation) for
measuring the outcome. The statistical significance of the value obtained can be tested via
bootstrap (Efron & Tibshirani, 1993) through the Pearson-r option of the Analyses menu.
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" : "
2| Data Window 1 el sl S | 5| statistical Output L= | BN 5T
File Edit Data | IBcctstrappe:l Pearson r &
Time Varl(D Simulation Test
1 3 Cross Correlation 1id N-Size = 45
2 3 Descriptives 53ing Pairwise = 0
3 3 rber of iterations = 1000
- Autocorrelation
4 3 [ Pearsonrs Jezson = = -0.124322, p = 211 =
a 2
p 3 ISpearman—Rho - -
7 3 | 0 |-I [ Clear | [ Close | [ Save | [ Pom |

8.f How to interpret the results: The result suggests a negative correlation (i.e., a decrease in the
behaviour after the intervention), but the intensity of this correlation is rather low (close to 0.1,
which is usually an indication of a weak effect). The results is also not statistically significant
according to the bootstrap-based test, with p = .211, which is greater than the usual nominal

alpha of .05.

The statistical significance can also be obtained via Monte Carlo simulation methods, as shown
below, using the Simulation test option of the Analyses menu.

2] Data Window S e ol=l e Sl
File Edit Data
Time | Varl(D|  Simulation Test |
1 3 Cross Correlation
b 3 Descriptives
3 2 i
Autocorrelation
4 3
Pearson-r
3 2
P 3 ISpearr‘nan-Rhn:- .

The user can choose what kind of test to perform (e.g., for level or slope change), whether to use
an overall estimation of autocorrelation or separate estimations for each phase, the number of
simulated data samples with the same size and the same autocorrelation as estimated, etc. Here,
we chose to use the phase vector for carrying out the statistical test and thus we are testing for

level change.
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-

Simulation Model

Usze the controls in this window to build custom simulation models
and to zelect the tests you want to run. OF, leave the settings alone to
mun the default model(z) and tests. Canesl
Simulation Model Characteristics
Phase-A Phase-B Errors
N-Size g N-Size |36 Mean: |0
Intercept: | Intercept: | §tDev- [1
Slope: |0 Slope: |0
Antocorr: | (040747 Antocorr: | (040747 Cverall AR Estimate: |0.040747
Lag: |1 Lag:|1 Lag: |1
[ Use indiv. phase AR estimates
Ctafisti
(") Partial Correlation [] Test last data point Number of simulations: | 5000
@ Pearzon B
() Spearman Rho
Select tests and output options here
[ Test for level change Dr
[ Test for slope change [] Show significance table(s) [ | Test all slope vectors

The results are presented in the Statistical output window. Information is provided about the
characteristics of the actual data (i.e., phase means) and about the 5000 simulated data sets. The
final row includes the estimate of the Pearson’s R(—0.124) for the sample and its statistical
significance according to the simulation test (here p = 0.4542). Note that given that the p value is
obtained through simulation, the user should expect to obtain a similar (but not exactly the same)
p value each time that the test is run on the same data.
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' 3] Statistical Output Q=REeix

Simulation Modeling
Pearson - R

Walid N-Size of sample = 45
N-3ize of simulations = 45
Nurber of simulations = 5000
Error Mean = 0

Error StDev = 1

PHASE-2 (Simulation Characteristics)
Fhase-& HN-3ize = 38

Programmed Slope = 0

Programmed Intercept = 0

Programmed Lutocorr = 0.0407475

Errors follow the lag-1l autoreg. model

PHASE-E (Simulaticon Characteristics)

Phase-B N-size = 34 b
Programmed Slope = 0

Programmed Intercept = 0

Programmed Zutoccorr = 0.0407475

Errors follow the lag-1l autoreg. model

m

PHASE-A Mean = 3.22222
PHASE-B Mean = 2.66667
Last point Z-Score = 0.98346

Custom "Phase" Vector

T e e e 1 e s I e A I R I A I i
L1212/ 12 1212120202012 1212121212011

“R = -0.124, p = 0.4542

[ Clear || Close || Save || Print |
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Chapter 9.

Maximal reference approach
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9.a Name of the technique: Maximal reference approach

9.b Authors and suggested readings: The Maximal reference approach is a procedure aided to
help assess the magnitude of effect by assigning (via Monte Carlo methods) probabilities to the
effects observed (expressed as Percentage of nonoverlapping data, Nonoverlap of all pairs,
standardized mean difference using baseline or pooled standard deviation in the denominator,
Mean phase difference, or Slope and level change); these probabilities are then converted into
labels: no effect, small, medium, large, very large effect. The procedure was proposed by
Manolov and Solanas (2012) and it has been subsequently tested (Manolov & Solanas, 2013b;
Manolov, Jamieson, Evans, & Sierra, 2015).

9.c Software that can be used and its author: The R code for obtaining the quantification of effect
and the associated label was developed in the context of the study by Manolov et al. (2015),
where a description of its characteristics is available.

9.d How to obtain the software: The R code is available at
https://www.dropbox.com/s/56tanhj4mng2wra/Probabilities.R?dI=0

First, download the code from the link

%# Probabilities.R

= C' | & Dropbox, Inc [Us] | https://www.dropbox.com/s/56tqnhj4mng2wrq/Probabilities.R 57| =

Probabilities.R

Probabilities.R

- 37,60 KB

- ‘ Download
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9.e How to use the software:

The code allows obtaining one of the abovementioned quantifications and the corresponding
label assigned by the Maximal reference approach for a comparison between two phases: a
baseline and an intervention phase.

First, the user has to enter the data between the parenthesis in the line score <-(), specifying also
the number of baseline phase measurements after n_a <- . Second, it is important to choosen
whether the two-phase comparison is part of an AB, ABAB, or a multiple-baseline design (after
design <-), which has effect on the degree of autocorrelation used. Third, the aim of the
intervention is specified after aim <-: to “increase” or “reduce” the target behaviour. Finally, the
quantification is chosen from the list and specified after procedure <-.

% Probabilities.R + {~\Desktop] - GVIM1

Archivo Editar Herramientas Sintaxis Buffers Ventana Ayuda

AEPE edg|liman R /ASA|ITEQ[? 2

# USER IHPUT

# Input data: two-phase {AB) comparison

# The measurements are entered after "score <- c(™

# The measurements are entered separated by commas

## The final symbol of the line should be closing the parenthesis )"

score <- c(4,7,5,6,8,18,9,7.9)
n_a < 4

# The AB comparison is part of ...

it AB design = "AB"

tit Reversal/withdrawal design = ““RBAB"
fit Multiple-baseline design = ""HBD™
design <- "AB"

#f What's the aim of the intervention: incerase or reduce behavior of interest?
##t Increase target behavior = "increase”

#it Decrease target behavior = "reduce"

aim <— "increase™

#t Which of the following procedure would you like to use?
##f Honoverlap of all pairs = "HAP"

##t Percentage of nonoverlapping data = “PHD"

##t Standardized mean difference using pooled estimate of standard deviation = “"Pooled”
##t Standardized mean difference using baseline estimate of standard deviation = "Delta”
#it Hean phase difference {standardized version, as in Delta}) = "HPD"

#it Slope and level change (standardized version, as in Delta) = "SLC"

procedure <— "PHD" @
e R R R S S S S S S B

# THE REMAINING PART OF THE CODE HEEDS HOT BE CHANGED
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After all the necessary information is provided, the user selects the whole code and copies it.

! 5 Probabilities.R: Bloc de notas i i E 3

Archive Edicién  Formate  Ver Ayuda
# Assess effect
if (LC_stdzd <= reference 03) resultib <- "very large level change"
if ((LC_stdzd > reference 03) &d& (LC_stdzd <= reference 10) ) result3b <- "largze net level change"
f((LC stdzd > reference 10) && (LC_stdzd <= reference 23) ) result3b <- "medmm net level change"
if ( (LC_stdzd > reference 25) && (LC_stdzd <= reference 530) ) result3b < "small net level change"
i (LC stdzd > reference 30) result3b <- "NO net level change"

resultd <- paste(resultda". " resultib)

Undo
Cut
1 | n I Copy |

Muaba

Next, the code is pasted into the R console.

P

File Edit View Misc Packages Windows Help

HESEIEEEEE

E R Console

> |

Copy Ctrl+C

Paste Ctrl+V

Paste cornmands only

Copy and paste Ctrl+X

Clear window Ctrl+L

9.f How to interpret the results: As a result, the quantification and the label are obtained. In this
case, using the Percentage of nonoverlapping data as an index, there is only one (of five)
intervention phase value equal to or smaller than the highest baseline measurement, which lead
to a PND = 80%. The label “very large effect” provided by the Maximal reference approach
means that the value obtained has a probability of < .05 of being observed only by chance in case
the intervention was not effective.

> print (resultl) ;print (resulcd) ;print (paste ("ARoccording to Maximal reference approach:"™, result3))
[1] "Cverlaps 1"

[1] "Percentage of nonoverlapping data BO"

[1] "According to Maximal reference approach: wery large effect™
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Chapter 10.

Application of two-level multilevel models for analysing data
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10.a Name of the technique: Multilevel models (or Hierarchical linear models)

10.b Proponents and suggested readings: Hierarchical linear models were initially suggested for
the SCED context by Van den Noortgate and Onghena (2003) and have been later empirically
validated, for instance, by Ferron, Bell, Hess, Rendina-Gobioff, & Hibbard (2009). The
discussions made in the context of two Special Issues (Baek et al., 2014; Moeyaert, Ferron,
Beretvas, & Van den Noortgate, 2014) are also relevant for two-level models. Multilevel models
are called for in single-case designs data analysis as they take the hierarchical nature of the
single-case data into account; ignoring the structure results in too small standard errors and too
narrow confidence intervals leading to more frequently Type | errors.

10.c Software that can be used: In the article by Baek and colleagues (2013) on which the current
example is based and in section 13 of the current document a list of options (e.g., HLM, Stata) is
provided for carrying out analyses via multilevel models. In the current section we only focus on
an option based on the freeware R (specifically on the nime package, although Ime4 can also be
used). However, we chose nime over Ime4 as with the latter heterogeneous autocorrelation and
variance cannot be modelled. Beyond, R an implementation in the commercial software SAS
may be more appropriate, as it includes the Kenward-Roger’s method for estimating degrees of
freedom and testing statistical significance and it also allows estimating heterogeneous within-
case variance, heterogeneous autocorrelation, different methods to estimate the degrees of
freedom, etc. and find this easily back in the output.

10.d How to obtain the software:

Once an R session is started, the software can be installed via the menu Packages, option Install
package(s).

Packages

Newdistns
nFactors
ngramr
ngspatial
NHEMOtree
nhlscrapr
MNHPoisson
NightDay
MNippon
NISTnls
nlADG
nlegshy

nimeODE
nimel

Windows Help nlmrt

nloptr

Load package... | nloptwrap
| NLP

NLRoot

= nlrwr
Select repositories... nls2

I Install package(s)... I H:STST
nistools

Set CRAN mirror...

OK Cancel

Update packages...

Install package(s) from local zip files...

While installing takes place only once for each package, any package should be loaded when
each new R session is started using the option Load package from the menu Packages.
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Select one

lattice -
leaps

Imed
Imtest
manipulate
MASS
Matrix
matrixcalc
memoise
methods
mgev
mimRev
multcomp
munsell
mvtnorm L

Packages | Windows Help nnet

Load package... nortest
parallel
Set CRAN mirror... plyr

proto
Select repositories... QuantPsyc

R2ZHTML
Install package(s)... Remdr 2

mn

Update packages...

Install package(s) frem local zip files...

10.e How to use the software: To illustrate the use of the nime package, we will focus on the data
set analysed by Baek et al. (2014) and published by Jokel, Rochon, and Anderson (2010). This
dataset can be downloaded from https://www.dropbox.com/s/2yla99epxqufnm7/Two-
level%?20data.txt?dI=0. For the ones who prefer using the SAS code for two-level models
detailed information is provided in Moyaert, Ferron, Beretvas, and Van Den Noortgate (2014).

1 List Session Percent Phase Time Time_cntr  PhaseTimecntr
2 1 2 32 o 1 g o
3 1 4 32 ] 2 -5 ]
Baseline  Intervention Maintenance 1mo 3mos 4 1 6 32 0 3 -4 0
100 - 5 1 8 32 1 4 -3 -3
S0 6 1 10 52 1 5 -2 -2
80 o—r""\__. -~ 7| 1 12 70 1 6 1 1
g ] 1 14 87 1 7 0 0
gg 9 2 2 34 ] 1 -10 ]
= ] 10| 2 4 34 ] 2 -9 ]
30 — 1m| 2 6 34 0 3 -8 0
20 12| 2 8. ] 4 7 ]
10 - List 1 13| 2 10 33 0 5 -6 0
) S - S SN — 14| 2 12 ] 6 -5 ]
0 2 4 6|8 10 12 14|16 18 20 22 24 26 28 30 32 24 36|38 40 a2 15| 2 14 34 ] 7 a4 0
16| 2 16 57 1 8 -3 -3
- \\ 17| 2 18 59 1 ) 2 -2
50
18| 2 20 72 1 10 -1 1
80 -|
765 19 2 22 73 1 11 0 ]
r—r—
syl —— 0| 2 24 80 1 12 1 1
26 21| 3 2 33 ] 1 -15 ]
40 22| 3 4 33 0 2 14 0
30 % 23 3 3 33 0 3 -13 0
20 22| 3 8 33 ] 4 12 ]
10 List 2 25| 3 10. ] 5 -11 ]
o : - ! 6 3 12 37 ] 6 -10 ]
0O 2 4 & 8 10 12 1416 18 20 22 24|26 28 30 32 34 36|38 40 42 27| 3 14 0 7 9 o
28| 3 16 a3 ] 8 -8 ]
100
29| 3 18 0 9 7 0
90 -|
30| 3 20 37 ] 10 6 ]
80
-6 31| 3 22 0 11 -5 0
5 s 2| 3 28 a3 0 12 4 0
- 33| 3 26 48 1 13 -3 -3
407 3a| 3 28 60 1 14 2 -2
e T EIE s0 57 1 1s 1 1
iu 36| 3 32 67 1 16 0 0
% . 7| 3 34 &7 1 17 1 1
10 List 3
38| 3 36 70 1 18 2 2
o ; . r — —r—l— -
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 W 4 » M| Listl “Back ¥ [l ] |
Pnmstes | [[FRIF M anee 0 r
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We digitized the data via Plot Digitizer 2.6.3 (http://plotdigitizer.sourceforge.net) focusing only
on the first two phases in each tier. One explanation® for the differences in the results obtained
here and in the aforementioned article may be due to the fact that here we use the R package
nlme, whereas Baek and colleagues used SAS proc mixed [SAS Institute Inc., 1998] and
Kenward-Roger estimate of degrees of freedom (unlike the nlme package). SAS proc mixed
potentially handles missing data differently, which can potentially affect the estimation of
autocorrelation). Thus, the equivalence across programs is an issue yet to be solved and it needs
to be kept in mind when results are obtained with different software.

The data can be loaded via R-Commander:

Data | Statistics Graphs Models  Distributions  5CDA  EACSPIR Tools  Help
Mew data set...
Load data set...

| Merge data sets...

Data in packages r from 5P55 data set...
Active data set r from SAS xport file...
Manage variables in active data set ¥ from Minitab data set...
from STATA data set...
from Excel, &ccess or dBase data set...

Yiew data set Model: | £ <MNo active mo

i Read Text Data From File, Clipboard...

Enter name for data set: |Jokel
Variable names in file:
Missing data indicator:  |NA
Location of Data File

(@ Local file system

() Clipboard

() Internet URL

Field Separator

() White space

) Commas

() Other  Specify:
Decimal-Point Character
(@ Period [.]

() Commal,]

@ Help ﬁ Cancel

! Another explanation for differences in the results may be due to the fact that we digitized the data ourselves,
which does not ensure that that the scores retrieved by Baek et al. (2014) are exactly the same.
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H Open
x(':' - 1 <« Single-case pr.. » Datasets v | Search Datasets o)
Organize = Mew folder =2 - [ @
il Recent places ™ PName Date modified Type ™
%7 Dropbox v Coker_data.be 410/2014 1212 PM Text D
B Desktop & | SLC data.tet 3/30/2015 4:59 PM Text D
v | Three-level data.txt 3/4/72015 8:59 AM Text D
# Homegroup & | Two-level data.bdt 3/30/2015 7:19 PM Text D
v £ >
File name: | Two-level data.tet w | | Tet Files (", * TXT,*.dat,*.DA w
Open Cancel

It is also possible to load the nime package and import the data using R code:
require(nime)

Jokel <- read.table(file.choose(),header=TRUE)

The data were organised in the following way: a) there should be an identifier for each different
tier (participant, context, behaviour) — here we used the variable List for that purpose; b) the
variable Session refers to the measurement occasion; c) Percent is the score or outcome
measurement; d) Phase is the dummy variable distinguishing between baseline phase (0) and
treatment phase (1); e) regarding the modelling of the measurement occasion the critical variable
is not Time, but rather Time_cntr, which is the version of Time centred at the 4™ measurement
occasion in the intervention phase, as Baek et al. (2014) did. The interaction term PhaseTimecntr
is also created by multiplying Phase and Time_cntr to model change in slope. In the following
screenshots, the model and the results are presented, with explanations following below.

The line of code is as follows:
Baek.Model <- Ime(Percent~1+Phase+PhaseTimecntr,random="~Phase+PhaseTimecntr| List,data=Jokel,

correlation=corAR1(form="1|List),control=list(opt="optim"),na.action="na.omit")

Below we have used colours to identify the different parts of the code.
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Baek.Model <- lmen:Pe:centw{'+Fhase€h:‘:se?irr.e::1tr|, :a::i:r'.=={?ha3E*:'?t1eseIi:r.e:ntr List|_.:ie.:e=6:3:el.
L::::ela’:‘.-::*;cor}\mn::'::r:.=ﬁ. Lis:3|,:::~.:.::'_=list-:':;: "optim™) ,na.action="na.omitc")

g

> Bask.Model

Linear mixed=-gffeccs model fit by REML

Daca: Jokel

Log-rescricted-likelihasd: -81,38061

Fixed: Percent ~ Phase + PhaseTimecntr
(Intescept) Fhaze Fhaselimecntr
34.111799 40.928754 9.386603

Random effecta:

Fo nla: ~Phase + Phas ntr | List
STIuCTure: Fen eral po finite, Log=Cholesky PAIAmMECILlZAtion

StdDe

[Incarcapt) 2.252261 (Iner) Phass
Fhase 14.157828 =0.930
FhaseTimecntr 7.619202 =-0.E82% 0.543
Residual 3. 006376
Correlation Structure: AR(1)

Formala: ~1 List

Paramecer sscimate (a):

Fhi

=0.007TE2074

umber of Chssrvationa: 31
Humber of Groups: 3

The model used takes into account the visual impression that there is no baseline trend and thus
neither Time nor Time_cntr are included in the model, which is specified using the Ime function
of the nlme package. However, there might be a change in level (modelled with the Phase
variable) and a change in slope (modelled with the PhaseTimecntr variable). Actually, we did
expect a trend in the treatment phase and therefore we added an estimator for the chance in trend
between baseline and treatment phase which is captured by PhaseTimecntr (Time_cntr is only
used as an intermediate step to calculate PhaseTimecntr = Phase x Timecntr). Phase and
PhaseTimecntr are are marked in red in the code presented above. The change in level and in
slope, as well as the intercept, are allowed to vary randomly across the three lists (]List
specification), which is why Phase and PhaseTimecntr also appear after the random= code.
Actually, as the reader might have noted, the intercept (1) is not explicitly included after the
random= , but it is rather automatically included by the function. This is why we obtain an
estimated for the variance of the intercept across lists (standard deviation equal to 2.25). The
random part of the model is marked above in green. The error structure is specified to be first-
order autoregressive (as Baek et al., did) and lag-one autocorrelation is estimated from the data
via the correlation=corAR1() part of the code (marked in blue), which also flects the fact that the
measurements are nested within lists (form~1|List). This line of code specifying the model can
be typed into the R console or the upper window of the R-Commander (clicking on Submit).

10.f How to interpret the results:

The estimates obtained for the fixed effects (Intercept = average initial baseline level across the 3
behaviours; Phase = because of the way the data are centred the estimate of phase does not refer
to the average chance in level immediate after the intervention (as is common); it rather
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represents the change between the outcome score at the fourth measurement occasion of the
treatment phase and the projected last measure of the treatment phase; PhaseTimecntr = average
increase in percentage correct at the 4™ measurement occasion in the intervention phase) are very
close to the ones reported by Baek et al. (2014). The statistical significance for the fixed effect of
interest (change in level and change in slope) can be obtained via the Wald test dividing the
estimate by its standard deviation and referring to a t distribution with J — P — 1 degrees of
freedom (J = number of measurements; P = number of predictors), according to Hox (2002). In
the nime package, this information is obtained via the function summary ().

@ R Commander = | B |t

File Edit Data Statistics Graphs Models Distributions Tools Help

@ Data set: lokel I ' Edit data set” ) View data set Model: | £ <Mo active model=

R Script |R Markdown

Mark the text and press “Submit”
= \ | »

e
Output \

Fixed effects: Percent ~ 1 + Phase + PhaseTimecntr -~
Value S5tcd.Error DF t-value p-value

{(Intercept) 34.11180 1.502409 26 22.704730 0.0000

Phase 40.592875 £8.282951 26 4.941325 0.0000

PhaszeTimecntr 9.38660 4.438395 26 2.114864 0.0442

For the random effects (variances of Intercept, Phase, and PhaseTimecntr), the results are also
reasonably similar (after squaring the standard deviation values provided by R in order to obtain
the variances). In order to explore whether modelling variability in the change in level and in the
change in slope between the lists is useful from a statistical perspective, we can compare the full
model (Baek.Model) with the models not allowing for variation in the change in level
(Baek.NoVarPhase) and for variation in the change in slope (Baek.NoVarSlope). The latter two
models are created updating the portion of the code refers to random effects (random=)
excluding the effects whose statistical significance is being tested. The comparison is performed
using the anova function, which actually carries out a chi-square test on the —2 log likelihood
values for the models being compared.

Baek.NoVarSlope <- update(Baek.Model, random=~Phase| List)
anova(Baek.Model,Baek.NoVarSlope)
Baek.NoVarPhase <- update(Baek.Model, random=~PhaseTimecntr|List)

anova(Baek.Model,Baek.NoVarPhase)
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» Baek.NoVarSlope <- update (Baek.Model, random=~Phaszse|Liat)

» anova (Baek.Model,Baek.NoVarSlope)

Model df LIC BIC logLik Teat L.Ratio p-value
Baek.Model 1 11 184.7212 189.3755 -81.36081
Baek.NoVarSlope 2 8 201.8561 212.5138 -92.92808 1 ws 2 23.13492 «.0001

» Baek.NoVarPhase <- update (Baek.Model, random=~PhazseTimecntr|Lis=st)

» anova (Baek.Model,Baek.NoVarPhase)

Model df LIC BIC logLik Teat L.Ratio p-value
Baek.Model 1 11 184.7212 189.3755 -81.36081
Baek.NoVarPhase 2 8 195.7883 206.4459 -89.89415 1 w= 2 17.0&708 Te-04

These results indicate that incorporating these random effects is useful in reducing unexplained
variability as in both cases the p values are lower than .05. We can check the amount of
reduction of residual variability using the following code:

VarCorr(Baek.Model)
VarCorr(Baek.NoVarSlope)

VarCorr(Baek.NoVarPhase)

> VarCorr (Baesk.Model)
List = pdLogChol (1l + Phase + PhaseTimecntr)
Variance S5cdDevw Corr

[Intercept) 5.072680 2.252261 (Intr) Phase
Fhase 200.444085 14.157828 -0.990
PhaseTimecntr 58.052243 7.619202 -0.88 0.943
Residual 9.038235 3.006376

» VarCorr (Baek.NoVarSlope)

Li=t = pdLogChol (Phase)
Variance StdDevw Corr
[Intercept) 5.12844%9 2.264608 (Intr)

Fhase 61.180167 7.821775 -0.988
Residual 68.892223 8.300134
» VarCorr (Baek.HNoVarPhase)

Li=zt = pdLogChol (PhaseTimecntr)
Variance StdDevw Corr

[Intercept) 8.2218978 2.8B67385 (Intr)
FPhaseTimecntr 17.377203 4.168597 0.268
Eesidual 65.079163 B.067166

Allowing for the treatment effect on trend to vary across lists implies the following reduction:

68.892 —9.038  59.854

= ~ 0,
68.892 68.892 86.88%
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Allowing for the average treatment effect to vary across lists implies the following reduction:

65.079 —9.038 _ 56.041
65.079 ~ 65.079

10.g Additional resources:

Manolov, Moeyaert, & Evans

~ 86.11%

Given that the use of code is more intensive for the multilevel models and for the nime package,
we include some additional information here. In the present section we focused on the use of the
R package nlme developed by Jose Pinheiro and colleagues (2013). We recommend a text by
Paul Bliese (2013) as a guide for working with this package, with sections 3.6 and 4 being

especially relevant.

|@ http://cran.r-project.org/doc/contrib/Bliese_Multilevel.pdf L~c |

{8 cran.r-project.org

Edicién Ira Favoritos Ayuda

| = [ m= - Pagina~ Seguridad > Herramientas = lﬂv .EE @ )

Multilevel Modeling in R (2.5

A Brief Introduction to R, the multilevel package and the nlme package

Paul Bliese (paul.bliese@us.army.mil)
I

March 28, 2013

3.6 Multilevel Random Coefficient modeling..........ccccuiiiieiiiiiieeee e 50
3.6.1  Steps in multilevel MOdEIING ......cccoviiieeiee e 51
3.6.2 Plotting an interaction with interaction.plot . 64
3.6.3  Some NOtes 01 CONIEIIIE ....oouiiiiiei et ee e neeaeee e 65

4 GrOWth MOAEIIIZ ...t 66

4.1 Methodological challenges ............oooiiiiii e 67

4.2  Data Structure and the make . univ Function ..., 68

4.3 Growth Modeling IUSIATION ... ccivveieeeieceeeceie e e e e e e e eesre e ene e s e enneeseaanneen e, 70
43.1 Step 1: Examine the DV ... e e 71
432 Step 2: MOdel TIIIIE ...ouiiiiieiiiii ettt e e ae e 71
433  Step 3: Model Slope Variabilify .........ooooiiii e 72
434  Step 4: Modeling Error STUCTUIS .......ooooi oo 73
435 Step 5: Predicting Intercept Variation........oooeeoeiioiiiiieiee e 75
43.6 Step 6: Predicting S1ope Vari@tion.........ccooooeriiiiiiiiiiiiee e 77

4.4  Empirical Bayes eSTIIATES .....o..oiie oot e e e e e e en e ee e 78
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Moreover, with relatively more complex packages such as the nime it is always possible to
obtain information via the Manual (http://cran.r-project.org/web/packages/nlme/nime.pdf) or

typing ??nlme into the R console.

-

R R6ui 32-bit)

File Edit View Misc Packages Windows Help

R R Console

4§ R: Search Results

« C' A | [1127.00.1:20136/doc/html/Search?pattern=nlme

Para acceder rapidamente a una pagina, arrastrala a esta barra de marcadores. Importar marcadores...

Search Results

D

The search string was "'nlme"

Help pages:

Ime4-tmer

nhme:fitted nkneStruct
nhme:getData Ime
nlme-nime

almesnbme nlsList
nlme:nlmeControl
nlme-nlmeObject
nlme:nhneStruct
nlmezpredict.nlme
ahmecresiduals nmeStruct

Fit Mixed-Effects Models
Calculate nlmeStruct Fitted Values
Extract Ime Object Data
Nonlinear Mixed-Effects Models
NLME fit from nlsList Object
Control Vahes for nlme Fit

Fitted nlme Object

Nonlinear Mixed-Effects Structure
Predictions from an nlme Object
Calculate nlmeStruct Residuals



http://cran.r-project.org/web/packages/nlme/nlme.pdf
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Chapter 11.

Integrating results of several studies

175



SCED analytical resources for applied researchers

11.1a Name of the technique: Meta-analysis using the SCED-specific standardized mean
difference

11.1b Proponents and suggested readings: Meta-analysis is a statistical procedure for integrating
quantitatively the results of several studies. Among the readings to consulted we should mention
Hedges and Olkin (1985), Hunter and Schimdt (2004), and Cooper, Hedges, and Valentine,
(2009). Specifically for single-case designs, several Special Issues have dedicated papers, for
instance, Journal of Behavioral Education (2012: Volume 21, Issue 3), Journal of School
Psychology (2014: Volume 52, Issue 2) and Neuropsychological Rehabilitation (2014: Volume
24, Issues 3-4).

Actually the code presented here can be used for any effect size index for which the variance can
be estimated and the inverse variance can be used as a weight. For that reason, the present
chapter is equally applicable to Percentage data reduction index, using the variance formula
provided by Hershberger et al. (1999).

11.1c Software that can be used: There are several options for carrying out meta-analysis of
group studies, such as Comprehensive meta-analysis and metafor, rmeta, and meta packages for
R. There appears to be no specific software for the meta-analysis of single-case data. In the
current section we focus on the way in which the SCED-specific d-statistic values can be
integrated quantitatively.

11.1d How to obtain the software: The R code for applying the d-statistics (Hedges, Pustejovsky,
& Shadish, 2012; 2013) at the across-studies level is available at
https://www.dropbox.com/s/41gc9mrrt3jw93u/Across%20studies d.R?dI=0. This code was
developed for an illustration paper (Manolov & Solanas, 2015).

The d-statistics themselves can be implemented in R using the code from James Pustejovsky’s
blog: http://blogs.edb.utexas.edu/pusto/software/ in the section scdhlm, which is the name of the
package. (This code needs to be installed first as a package in R and, afterwards, loaded in the R
session. For instance, if the code is downloaded as a compressed (.zip) file from
https://www.box.com/shared/static/f63nfpiebs8sluxdwafh.zip, installation is performed in R via
the menu Packages = Install package(s) from local zip files.)

The code for performing meta-analysis using the d-statistic as effect size measure and its inverse
variance as a weight for each study is obtained from the first URL provided in this section.
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Across studies_d.R

Across studies_d.R

1.79 KB

Do you want to open or save Across studies_d.R from dl.dropboxusercontent.com? Open Save (¥

Opening Across studies.R ﬂ

You have chosen to open:
_ Across studies_d.R

which is a: Text Document (1.2 KB)
from: https://dl.dropboxusercontent.com

What should Firefox do with this file?

©) Openwith | Notepad (default .|
o SaveFile

/"1 Do this automatically for files like this from now on.

[ OK } l Cancel }

After downloading the file, it can easily be manipulated with a text editor such Notepad, apart
from more specific editors like (RStudio http://www.rstudio.com/ or Vim http://www.vim.org/).
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Medialnfo
1-Zip

¥ Moveto Drophbox

Restore previous versions

Send to

Cut Choose default program...

Within the text of the code the user can see that there are several boxes, which indicate the
actions required, as we will see in the next steps.

I: ! e e e L T A EE!.L.

Archive  Edicion  Formato  Ver Ayuda

»

EIE
1*

#INPUT DATA:

# The user should enter the information required below
# Copy only the first two lines of code

# Locate txt data file whem prompted

A
o

I I
*

1E

m

# (Get data from an txt file (separated by Tabs)
data <- read table (file.choose{),header=TRUE, fill=TEIJE)

A

# COPY AND PASTE CODE IN THE R CONSOLE
# The remaining part of the code needs not be changed

4L
o

1®
1E
1E

1*

# Load the previously installed "metafor” packaze needed for the forest plot
require{metafor)

# Number of studies / effect sizes being integrated
studies <- dim{data)[1]

# Effect sizes for the different studies
d_unsorted <- dataSES

4 b
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11.1e How to use the software:

First, the data file should be created following a pre-defined structure. In the first column (“Id”),
the user specifies the identification of each individual study to be included in the meta-analysis.
In the second column (“ES”), the user specifies the value of the d-statistic for each study. In the
third column (“Variance”), the user specifies the variance of the d-statistic as obtained using the
scdhim R package. The inverse of this variance will be used for obtaining the weighted average.
Below a small set of four studies to be meta-analyzed is presented. This dataset can be obtained
from https://www.dropbox.com/s/jk9bzvikzaelaha/d Meta-analysis.txt?dI=0.

A B C D
1 |Id Variance
2 Ninci_indep 3.63 0.44
3 Ninci_prompt 2.71 0.36
4 |Foxx A 4.17 0.74
5 Foxx B 3.35 1.46
6

The Excel file is saved as a text file, as shown below.

- |¢? | | Search Desktop o |
Organize - Mew folder 5= - (7]
Bl Deskiop & S -
| Libraries
8 Downloads _U Systern Folder
%3 Dropbox — e

=) Recent Place

4| Libraries
p 3 Documents s | Computer i
5 J‘ Music i eSS System Folder
> [e=| Pictures -.m
. , Metwork
B videos QL\’ Systern Folder
File name: Meta-analysis.bd -
Save as type: [Ta‘t (Tab delimited) (*.txt) -
Authors: Manolov, Rumen Subject: Specify the subject
Tags: Add atag Manager: Specify the rmanager
Title: Add a title Company: Specify the company name

= Hide Folders

5

2

m

Mancolov, Rumen
Systern Folder

m

Tools - I Save I Cancel
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In case a message appears about losing features in the conversion, the user should choose, as
indicated below, as such features are not necessary for the correct reading of the data.

" Microsoft Excel ]

@ Some features in your workbook might be lost if you save it as Text [Tab delimited].

Do you want to keep using that format?

|

After the conversion, the file has the aspect shown below. Note that the first two rows are

apparently shifted to the right - this is not a problem, as the tab delimitation ensures correct
reading of the data.

| Meta-analysis.bdt: Bloc de notas
Archive  Edicién  Formato  Ver Ayuda

Id ES Variance
Ninci_indep 3.63 044
— Mot a problem!
Ninci_prompt 171 036 P
Foxx A 417 0.74
Foxx B 333 146

Once the data file is created, with the columns in the order required and including headers, we
proceed to load the data in R and ask for the analyses. The next step is, thus, to start R.

Troubleshoot compatibility

For obtaining the results of the code, it is necessary to install and load a package for R called
metafor and created by Wolfgang Viechtbauer (2010). Installing the packages can be done
directly via the R console, using the menu Packages > Install package(s)...
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[R RGui 32-bit) - [R Console] [E=8EoR ===
R File Edit View Misc | Packages | Windows Help = = =
(2|t @] [[@[C]|  tesdpeckase

o Set CRAMN mirror... . o
Copyright (C) 2013 T uting
Platform: i386-w&4-m Select repositories...

Install package(s)... I T

E is free software a Undat b L
You are welcome to T poate packages... ons.

1 3 1
Type 'license()' or Install package(s) from local zip files...
R i= a collaboratiwve project with many contributors.
IType 'contributors()' for more information and
'citation()"' on how to cite R or R packages in publications. E
Iype 'demo()'" for some demos, '"help()' for on-line help, or
'help.start () ' for an HTML browser interface to help.
Type "gi)' to guit R.
[Previously saved workspace restored]
> |

4

1

After clicking the menus, the user is asked to choose a website for downloading (a country and
city close to his/her location) and the package of interest out of the list. The installation is then
completed. Loading the package will be achieved when copying and pasting the code.

CRAM mirror

0-Cloud -
Algeria [
Argentina (La Plata)
Australia (Canberra)
Auwstralia (Melbourne)

Austria
Belgium |
Brazil (B4A)
Brazil (PR)
Brazil (RJ) &7
’ OK ] ’ Cancel ]

Packages

meta -
MetABEL

MetabolAnalyze

rretacom

metacor |—|
MetaDE in
metafor |
metagen

MetalandSim

metalik &

| ok || Cancel |

To use the code, we will copy and paste different parts of it in two steps. First, we copy the first
two lines (between the first two text boxes) and paste them in the R console.
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| Across studies_d.R: Bloc de notas == o
Archive Edicion  Formato  Ver Ayuda

#INPUT DATA: #
# The user should enter the information required below #
# Copy only the first two lines of code #
# Locate txt data file whem prompted #
Get data from an txt file (separated by Tabs)
data <- read.table (file.choosze() header=TRUE, fill=TEUE)
Undo
o Cut
- I Copy |
# COPY AND PASTE CODE IN THE R CONSOLE ——
# The remaining part of the code needs not be changed e
n Ete
Select All

After pasting the code in the R console, the user is prompted to locate the file containing the
summary data for the studies to be meta-analyzed. Thanks to the way in which the data file was
created, the data are read correctly with no further input required from the user.

File Edit View Misc Packages Windows Help

EEEIRRR

|R version 3.0.2 (2013-09-258) —— "Frisbee Sailing™
Copyright (C) 2013 The R Foundation for Statistical Computing
Platform: i386-we4-mingw32/i386 (32-bit)

R is free software and comes with ABSCLUTELY NO WALAREBANTY.
You are welcome to redistribute it under certain conditions.
Type 'license(})' or 'licence()' for distribution details.

Hatural language support but running in an English locale

R is a collakborative project with many contributors.
Type 'contributors()' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()" for some demos, 'help()' for on-line help, or
'help.start ()" for an HTML browser interface to help.
Tyvpe "g()' to guit R.

> |

Copy Ctrl+C
Paste Ctrl+V

Paste commands only

Copy and paste Ctrl+X

Clear window Ctrl+L
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Rscecfie g » o
il
Look in: M Desktop ~ QT @

LI
[— )L

Dropbox
Shortcut
997 bytes ]

‘ [""‘&_‘ Meta-analysis.td

Text Document
199 bytes

Ri386 3.0.2

Shortcut

1.03 KB i
File name: Meta-analysis bt hd l&] |

Files of type: | Allfiles () -] [ caned | |

-

The reader is adverted that each new copy-paste operation is marked by text boxes, which
indicate the limits of the code that has to be copied and pasted and also the actions required. Now
we move to the remaining part of the code: we copy the next lines up to the end of the file.

1 §| Across studies_d.R: Bloc de notas

Archive Edicién  Formate  Ver Ayuda

# (et data from an tit file (separated by Tabs)
data <- read table (file choose{). header=TRUE, fil=TEUE)

41
b

# COPY AND PASTE CODE IN THE R CONSOLE #
# The remaining part of the code needs not be changed =

H*

studies <- dim(data)[1

Effect sizes for the different studies
d_unsorted <- data3ES
Study 1dentifiers
atiq <- dataSld
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This code is pasted into the R console

IR RGui (32-bit)
File Edit View Misc Packages Windows Help

EECIBEE

R R Console
>

Copy Ctri+C

I Paste Ctrl+V I

Paste commands only

Copy and paste Ctrl+X

Clear window Ctrl+L

11.1f How to interpret the output:

After pasting the code in the R console, it leads to the output of the meta-analysis. This output is
presented in a graphical form using a standard forest plot, where each study is represented by its
identification (i.e., id) and its effect size (ES), marked by the location of the square box and also
presented numerically (e.g., 3.35 for Foxx B). The size of the square box corresponds to the
weight of the study and the error bars represent 95% confidence intervals. The researcher should
note that the effect sizes of the individual studies are sorted according to their distance from the
zero difference between baseline and intervention conditions. The weighted average is
represented by a diamond, the location of which marks its value. The horizontal extension of this
diamond is its confidence interval.

Effect sizes per study

Ninci prompt
Foxx B
Ninci indep

Foxx A

271[153,3.89]
3.35[0.98,572]
3.63[2.33,493]
417[2.48 ,586]

Weighted average

1 1T T T 1
2.00 4.00 6.00

Observed Outcome

335[261, 408]
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11.2a Name of the technigue: Meta-analysis using the Mean phase difference and the Slope and
level change procedures

11.2b Authors and suggested readings: This proposal was made by Manolov and Rochat (2015)
and it consists in obtaining a weighted average of the new versions of the MPD and SLC, where
the weight is either the series length or the series length and the inverse of the within-study
variability of effects. Actually, the code presented here can be used for any quantification that
compares two phases and any weight chosen by the user, as these pieces of information are part
of the data file. It is also possible to use an unweighted mean by assigning the same weight to all
outcomes.

11.2c Software that can be used: The R code was developed by R. Manolov in the context of the
abovementioned study.

11.2d How to obtain the software: The R code for applying either of the procedures (MPD or
SLC, in either percentage or standardized version, or actually any set of studies for which effect
sizes and weights have already been obtained) at the across-studies level is available at
https://www.dropbox.com/s/wtboruzughbjg19/Across%20studies.R.

Across studies.R - Dropbox - Mozilla Fil
Eile Edit View History Bookmarks Tools Help
£2 Across studies.R - Dropbox

é g a https:/fwww.dropbox.com/s/wtboruzughbjgl9/Across studies.R | V Goagle

— -
Compartir ‘ ‘ A Rumen Manolov ¥ N

b4

m

Acraoss studies.R
Hace1h- 293 KB

Descargar

185


https://www.dropbox.com/s/wtboruzughbjg19/Across%20studies.R

SCED analytical resources for applied researchers

Opening Across studies.R u

You have chosen to open:

|| Across studies.R

which is a: Text Document (1.2 KB)
from: https://dl.dropboxusercontent.com

What should Firefox do with this file?

(70 Openwith | Motepad (default) -

@) Save File

Do this automatically for files like this from now on.

| ok || cance

ke E——

After downloading the file, it can easily be manipulated with a text editor such Notepad, apart
from more specific editors like (RStudio http://www.rstudio.com/ or Vim http://www.vim.org/).

Edit
Medialnfo
1-Zip

% Moveto Dropbox

Restore previous versions

Send to

Cut Choose default program...

Within the text of the code the user can see that there are several boxes, which indicate the
actions required, as we will see in the next steps.

186


http://www.rstudio.com/
http://www.vim.org/

Manolov, Moeyaert, & Evans

File Edit Format View Help

HARARARRARRR RS R R R AR AR AR AR AR AR AR R R AR R AR R AR AR AR AR AR AR AR -
# #
# INPUT DATA: #
# The user should enter the information required below #
#
#
#

# Copy only the first two lines of code
# Locate .txt data file whem prompted

m

#
#RFF RS AR AR AR AR A A R AR R R A A R AR R A R A A R R R R A A R A A R

# Get data from an txt file (separated by Tabs)
data =- read.table (file.choose(),header=TRUE, fi1l1=TRUE)

HERERE RS RE R R R R R R R R R
# #
# COPY AND PASTE CODE IMN THE R CONSOLE #
# The remaining part of the code needs not be changed #
# #
#HFF RS AR F AR AR A A R AR R R A A R A R A R A R R R R A A R

# Create the objects containing separately all data

# Number of studies being meta-analyzed

studies <- dim(data)[1]

# Effect sizes for the different studies

es <- datas$es

# study identifiers

etig =- data$zd

# wWeights for the different studies

weight <- data$weight

# Maximum number of tiers in any of the studies
max.tiers =- dim{data)[2]-3

# outcomes obtained for each of the baselines in each of the studies
studies. alleffects =- datal[,(d:dim{data)[2])}]

4| 1

11.2e How to use the software:

First, the data file should be created following a pre-defined structure. In the first column (“Id”),
the user specifies the identification of each individual study to be included in the meta-analysis.
In the second column (“ES”), the user specifies the effect size for each study, keeping with the
recommendation to have only one effect size per study. In the third column (“weight”), the user
specifies the weight of this effect size, which will be used for obtaining the weighted average. In
subsequent columns (marked with “Tier”), the user specifies the different outcomes obtained
within each study. These columns are created on the basis that SCED multiple-baseline studies
are included in the meta-analysis, but actually, for the meta-analysis, it does not matter where the
different outcomes come from or if there is more one outcome within each study or not (all the
necessary information is already available in the weights).

Below a fictitious set of seven studies to be meta-analyzed is presented (it can be obtained
from https://www.dropbox.com/s/htb9fmrbOv60i57/Meta-analysis.txt?dI=0). The reader should
note that the order of the columns is exactly the same as in the numerical output of the R code for
MPD and SLC presented above. Therefore, in order to construct a data file for meta-analysis, the
user is only required to copy and paste the results of each analysis carried out for each individual
study.
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FILE HOME IMSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW
L T & Calibri -l - == = =3 General - %Cnnclitiunal Formatting
p - (BT U- A A === - % - 9% 9+ [JFormatas Table~
aste T
. oW HEL DA e 3= $- S0 [ Cell Styles -
Clipboard Font a Alignment fm Mumber a Styles
Al - fe Id
A E C D E F G H I
1 |Id .lES weight Tierl Tier2 Tier3 Tierd Tiers
2 |Jones 2 3 1 2 3
3 |Phillips 3 3.0 2 2 3 B
4 |Mario B 4 4 B B B
5 Alma 7 2 3 3 7
& |Pérez 2.2 2.5 1 1 3 3 4
7 |Hibbs 1.5 1 -1 1 3
g Petrov 3.1 1.7 2 4 B B 3

As the example shows, we suggest using Excel as a platform for creating the data file, as it is
well known and widely available (open source versions of Excel also exist). However, in order to
improve the readability of the data file by R, we recommend converting the Excel file into a
simpler text file delimited by tabulations. This can be achieved using the “Save As” option and

choosing the appropriate file format.
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[

- | +4 | | Search Desktop 2 |
Organize « Mew folder - (7]
B Desktop | o — =
Downloads f Libraries
ol I System Folder
£# Dropbox =
[Alleeen il Sees Manolov, Rumen E
= & Systemn Folder
4 - Libraries
Pk @ Documents t ) Computer | 3
B Jﬁ. Music b ¢ : System Folder
I [ Pictures
. Metwork
B
E Videos alf Systemn Folder
File name: Meta-analysis.txt -
Save as type: ’Tm (Tab delimited) (*.tut) -
Authors: Manclov, Rurnen Subject: Specify the subject ]
Tags: Add a tag Manager: Specify the manager
Title: Add a title Company: Specify the company name i
“  Hide Folders Tools - Save

In case a message appears about losing features in the conversion, the user should choose, as
indicated below, as such features are not necessary for the correct reading of the data.

" Microsoft Excel el

@ Some features in your workbook might be lost if you save it as Text Tab delimited).

Do you want to keep using that format?

[

After the conversion, the file has the aspect shown below. Note that the apparently shifted to the
right third row (second study) is not a problem, as the tab delimitation ensures correct reading of

the data.
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File Edit Format WView Help

Id ES weight Tierl Tier5s

Jones 1

Phi 'I Tips 3.6 6 Mot a problem!
Mario

Alma

Pérez
Hibbs
Petrov

Once the data file is created, with the columns in the order required and including headers, we
proceed to load the data in R and ask for the analyses. The next step is, thus, to start R.

Troubleshoot compatibility

For obtaining the results of the code, it is necessary to install and load a package for R called
metaphor and created by Wolfgang Viechtbauer (2010). Installing the packages can be done
directly via the R console, using the menu Packages > Install package(s)...

Load package...

Set CRAN mirror...

Select repositories...
Install package(s)... I
Update packages...

R wversion 3.0.2
Copwyright (C) 20

Platform: 1386-w Install package(s) from local zip files...

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or "licence()' for distribution details.

Natural language support but running in an English locale

R i=s a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()" for on-line help, or
'help.start()' for an HTML browser interface to help.

Type 'g()' to quit R.

> |

4
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After clicking the menus, the user is asked to choose a website for downloading (a country and
city close to his/her location) and the package of interest out of the list. The installation is then

completed. Loading the package will be achieved when copying and pasting the code.

r

[

CRAN mirror Packages
0-Cloud - MEMmaoise
Argentina (La Plata) MEMSS
Argentina (Mendoza) memuse
Australia (Canberra) E MergeGUI
Australia (Melbourne) MMError
Austria MESS
Belgium | meta
Brazil (BA) het4BEL
Brazil (PR) MetabolAnalyze

| Brazil (RJ) metabolomics

i Brazil (5P 1) metacom
Brazil (5P 2) || metacor
Canada (BC) || MetaDE
Canada (NS} metafor |
Canada (ON]) metagen
Canada (QC1) metalik
Canada (QC 2) metahli
Chile metamisc
China (Beijing 1) metap
China (Beijing 2] MetaP CA
China (Hefei) MetaQC
China (Xiarmen] metaRMNASeq
Colembia (Bogota) & metasens

| | cancel

I | ok ][Cancel]l [ ok

To use the code, we will copy and paste different parts of it in several steps. First, we copy the

first two lines (between the first two text boxes) and paste them in the R console.

r
| Across studiesR - =

File Edit Format View Help

H#RARFHRF ARSI R AR R AR R R R R R R R
#

# INPUT DATA:

# The user should enter the information required below
# Copy only the first two 1ines of code

# Locate .Ixt data file whem prompted

A e 4 e W

#
H#ARARARAARARR AR RSB BB B HH AR R R R R R R R R

: ata 1 separated by
data <- read.table (f'l Te. choo.—.e() header=TRUE,

H#REFER AR R R R R R R R R R R R R R
#

# COPY AND PASTE CODE IN THE R CONSOLE

Undo

Cut

# The remaining part of the code needs not be changed

Copy

#
H#ARFRARAARRRR AR RS R BB B A F AR R R R R R R AR R R R R

# Create the objects containing separately all data

# Number of studies being meta-analyzed
ctudiac ~_ dimfdarairi

Paste

Delete

Select All
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After pasting the code in the R console, the user is prompted to locate the file containing the
summary data for the studies to be meta-analyzed. Thanks to the way in which the data file was
created, the data are read correctly with no further input required from the user.

R v G2 oS

File Edit View Misc Packages Windows Help

EEEIRRE

[ R Console = | B[]
|R version 3.0.2 (2013-08-25) -- "Frisbee S5ailing"™ i

Copyvright (C) 2013 The B Foundation for Statistical Computing —
Platform: i386-wed-mingw32/i386 (3Z-bit)

R i=s free software and comes with ABSCLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.

Type 'license()' or 'licence()' for distribution details.

Natural language support but running in an English locale

R i=s a collaboratiwve project with many contributors.
Type 'contributors()' for more information and
'citation()"' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.=start ()" for an HTML browser interface to help.

Type 'gi()" to gquitc R.

> |

4

Copy Ctrl+C 8
Paste Ctrl+V I

Paste commands only

4

Copy and paste Ctrl+X
Clear window Ctrl+L
Rscecte g =
r——
Lock in: M Desktop ~ Q@
LI L
-

Dropbox
Shortout
997 bytes N

‘ ["'E‘ Meta-analysis.td

Text Document
199 bytes

Ri3863.0.2
Shortcut

1.03 KB -

File: name: Meta-analysis b h lﬂ] |

Files of type: [ Alfiles ) v] [ Cancel ]'
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The reader is adverted that each new copy-paste operation is marked by text boxes, which
indicate the limits of the code that has to be copied and pasted and also the actions required. Now
we move to the remaining part of the code: we copy the next lines up to the end of the file.

File Edit Format View Help

#
# Locate
#

# Get dat

# COPY AN

etigq <- d
# wWeights
reight <-

max.tiers
¥ OUTCOmes

# Maximum number o

studies.alleffects

# INPUT DATA:
# The user should enter the information required below
# Copy only the first two lines of code

.Ixt data file whem prompted

a from an txt file (separated by Tabs)

data =- read.table (file.choose(),header=TRUE, fi11=TRUE)

D PASTE CODE IN THE R CONSOLE

# The remaining part of the code needs not be changed

F#EFRRSHRRARRBSHRSR AR R R R RS R R RBSRRS R R AR R

#
#
#
#
#
#

FEARBH AR ARSI ARG R ARG A R R RRE AR R AR RRG R G R R AR

F#EFRRSHRRARRBSHRSR AR R R R RS R R RBSRRS R R AR R
# #

#
#

# #
FERRRHR R R BB R R AR R R R R R R AR R R

m

Undo
1es
<— d1m(data:[1] Cut
sizes for the
Copy
atas$rd Paste
for the Delete
datafwei
tiers in any o
< dim(data) [2]-3 Select Al

5 obtained for eac ne
<- datal, (4 d1m(data:[2]j

This code is pasted into the R console

File Edit View Misc Packages Windows Help
|

R R Consale
|

R wersion 3.0.2 (2013-09-25) -- "Friskbee Sailing"
Copyright (C) 2013 The R Foundation for Statistical Computing
Platform: i386-w64-mingw32/i386 (32-bit)

R is free software and comes with ABSCLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or '"licence()' for distribution details.

Natural language support but running in an English locale
R i= a collaborative project with many contributors.

Type 'contributors()' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()' for an HIML browser interface to help.
Type 'g()' to guit R.

> # Get data from an txt file (separated by Tabs)
> data <- read.table (file.choose (), header=TRUE,
> |

£il1=TRUE)

Copy Ctrl+C
Paste Ctrl+V

]

Paste commands only

Copy and paste Ctrl+X

Right to left Reading order

=N N

P
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11.2f How to interpret the output:

After pasting the code in the R console, it leads to the output of the meta-analysis. This output is
presented in a graphical form using a modified version of the commonly used forest plot. Just
like a regular forest plot, each study is represented by its identification and its effect size, marked
by the location of the square box and also presented numerically (i.e., 1.5 for Hibbs, 2.00 for
Jones and so forth). The size of the square box corresponds to the weight of the study, as in a
normal forest plot, but the error bars do not represent confidence intervals; they rather represent
the range of effect sizes observed within-each study (e.g., across the different tiers of a multiple-
baseline design). If there is only one outcome within a study, there “is no range”, but only a box.
The researcher should note that the effect sizes of the individual studies are sorted according to
their distance from the zero difference between baseline and intervention conditions.

For the weighted average there are also similarities and differences with a regular forest plot.
This weighted average is represented by a diamond, the location of which marks its value.
Nonetheless, the horizontal extension of this diamond is not its confidence interval. It rather
represents, once again, the range of the individual-study effect sizes that contributed to the
weighted average.

Study 1d ES per study [Range]
Hibbs H—-ﬁ 1.50[-1.00,3.00]
Jones == 200[ 1.00,300]
Pérez —— 220[ 1.00,4.00]
Phillips HI—— 3.00[ 2.00,6.00]
Petrov L e 3.10[ 2.00,6.00]
Mario — 6.00[ 4.00,6.00]
Alma —u 7.00[ 3.00,7.00]

Weighted average ‘ 3771150 ,700]

[ I [ | | |
2.00 2.00 6.00

Observed COutcome
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11.3 Application of three-level multilevel models for analysing data

11.3a Name of the technique: Multilevel models (or Hierarchical linear models)

11.3b Proponents and suggested readings: Hierarchical linear models were initially suggested for
the SCED context by Van den Noortage and Onghena (2003, 2008) and have been later
empirically validated, for instance, by Owens and Ferron, and Moeyaert, Ugille, Ferron,
Beretvas, and Van Den Noortgate (2013a, 2013b). An application by Davis et al. (2013) is also
recommended, apart from the discussion made in the context of the Special Issue (Baek et al.,
2014; Moeyaert, Ferron, Beretvas, and Van Den Noortgate (2014). Multilevel models are called
for in single-case designs data meta-analysis, as they take into account the nested structure of the
data and model the dependencies that this nested structure entails.

In the present section we deal with the application of multilevel models to unstandardized data
measured in the same measurement units (here, percentages). However, the same procedure can
be followed after data in different measurement units are standardized according to the proposal
of Van den Noortgate and Onghena (2008), described when dealing with Piecewise regression.
The single-case data are standardized prior to applying the multilevel model.

11.3c Software that can be used: In section 13 of the current document a list of options (e.g.,
HLM, Stata) is provided for carrying out analyses via multilevel models. In the current section
we only focus on an option based on the freeware R (specifically on the nime package, although
Ime4 can also be used), although an implementation in the commercial software SAS may be
more appropriate, as it includes the Kenward-Roger’s method for estimating degrees of freedom
and testing statistical significance and it also allows estimating heterogeneous within-case
variance, heterogeneous autocorrelation, different methods to estimate the degrees of freedom,
etc. and find this easily back in the output.

11.3d How to obtain the software:

Once an R session is started, the software can be installed via the menu Packages, option Install
package(s).
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Windows Help

Load package...

Set CRAN mirror...

Select repositories...

I Install package(s)...

Update packages...

Install package(s) from local zip files...

Packages

Newdistns
nFactors
ngramr
ngspatial
MNHEMOtree
nhiscrapr
NHPoisson
NightDay
Nippon
NISTnls
nlADG
nlegshy

nimeODE
nimel
nlmrt
nloptr
nloptwrap
MLP
NLReot
nlrwr

nls2
nlsmsn
nlstools b

OK Cancel

While installing takes place only once for each package (and for each computer on which R is
installed), any package to-be-used should be loaded when each new R session is started using the

option Load package from the menu Packages.

Packages | Windows Help

Select one

lattice -
leaps

Imed
Imtest
manipulate
MASS
Matrix
matrixcalc
memoise
methods
mgev
mimRev
multcomp
munsell
mvtnorm

m

nnet

I Load package...

nortest

Set CRAN mirror...

Select repositories...
Install package(s)...
Update packages...

Install package(s) frem local zip files...

parallel
plyr

proto
QuantPsyc
R2ZHTML

Rcmdr <z

0K Cancel

11.3e How to use the software & 11.2f How to interpret the results: To illustrate the use of the

nlme package, we will focus on the data set analysed by Moeyaert, Ferron, Beretvas, and Van
Den Noortgate (2014) and published by Laski, Charlop, and Schreibman (1988) LeBlanc,
Geiger, Sautter, and Sidener (2007), Schreibman, Stahmer, Barlett, and Dufek (2009), Shrerer &
Schreibman (2005), Thorp, Stahmer, and Schreibman (1995), selecting only the data dealing

with appropriate and/or spontaneous speech behaviours. In this case the purpose is to combine

data across several single-case studies and therefore we need to take a three-level structure into

account, that is, measurements are nested within cases and cases in turn are nested within studies.
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Using the nime package, we can take this nested structure into account. In contrast, we

previously described the case in which a two-level model is used for analyse the data within a

single study.

The data are organised in the following way: a) there should be an identified for each different
study — here we used the variable Study in the first column [see an extract of the data table
below]; b) there should also be an identifier for each different case — the variable Case in the
second column; c) the variable T (for time) refers to the measurement occasion; d) the variable
T1 refers to time centred around the first measurement occasion, which is thus equal to 0, with
the following measurement occasion taking the values of 1, 2, 3., ..., until na + ng — 1, where na
and ng are the lengths of the baseline and treatment phases, respectively; e) the variable T2 refers
to time centred around the first intervention phase measurement occasion, which is thus equal to
0; in this way the last baseline measurement occasion is denoted by —1, the penultimate by —2,
and so forth down to —na, whereas the intervention phase measurement occasions take the
numbers 0, 1, 2, 3,... up to ng— 1; f) the variable DVY is the score of the dependent variable: the
percentage of appropriate and/or spontaneous speech behaviours in this case; g) D is the dummy
variable distinguishing between baseline phase (0) and treatment phase (1); h) Dt is a variable
that represents the interaction between D and T2 and it is used for modelling change in slope; i)
Age is a second-level predictor representing the age of the participants (i.e., the Cases); j) Agel is
the same predictor centred at the average age of all participants; this centring is performed in
order to make the intercept more meaningful, so that it represents the expected score (percentage
of appropriate and/or spontaneous speech behaviours) for the average-aged individual rather than
for individuals with age equal to zero, which would be less meaningful. The dataset can be

downloaded from https://www.dropbox.com/s/e2u3edykupt8nzi/Three-level%20data.txt?dl=0.
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A B C D E F €] H 1 J
1 Study Case T T1 Dwy T2 D Dt Age Agel
23 3 3 2 1 41.42 -8 1] a 8.17 0.01
24 3 3 3 2 74.85 -7 1] a 8.17 0.01
25 3 3 4 3 11.83 -6 1] a 8.17 0.01
26 3 3 5 4 39.604 -5 1] a 8.17 0.01
27 3 3 ] 5 39.64 -4 1] 1] 8.17 0.01
28 3 3 7 ] 12.13 -3 1] a 8.17 0.01
29 3 3 8 7 37.28 -2 1] 1] 8.17 0.01
30 3 3 9 8 23.37 -1 1] a 8.17 0.01
31 3 3 10 9 31l.66 o 1 a 8.17 0.01
32 3 3 11 10 81.95 1 1 1 8.17 0.01
33 3 3 12 11 81.95 2 1 2 8.17 0.01
34 3 3 13 12 81.95 3 1 3 B8.17 0.01
s 3 3 14 13 86.98 4 1 4 8.17 0.01
36 ] 1 1 o o -20 1] a 3.25 -4.91
7 5 1 2 1 0 -19 1] a 3.25 -4.91
38 ] 1 3 2 o -18 1] a 3.25 -4.91
9 5 1 4 3 0 -17 1] a 3.25 -4.91
40 ] 1 5 4 10.45 -16 1] a 3.25 -4.91
41 5 1 b 5 o -15 1] 1] 3.25 -4.91
42 5 1 7 ] o -14 1] a 3.25 -4.91
43 ] 1 8 7 10.15 -13 1] a 3.25 -4.91

The data can be loaded via R-Commander:

Data| Statistics  Graphs Moedels  Distributions  5CDA  EACSPIR Tools Help

Mew data set...
Load data set...
Merge data sets...

View data set Model: | £ <Mo active mo

Data in packages r
Active data set r

Manage variables in active data set *

from text file, clipboard, or URL...
from 5P55 data set...

from SAS xport file...
from Minitab data set...
from STATA data set...

from Excel, Access or dBasze data set...
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7 Read Text Data From File, Clipboard... ﬂ

Enter name for data set: | J5P
Yariable names in file:
Missing data indicator:  |MNA
Location of Data File
@ Local file systemn

() Clipboard

() Internet URL
Field Separator
) White space

) Commas

() Other  Specify:
Decimal-Point Character
(®) Period [.]

() Commal,]

@Help @';7 OF. w Cancel

® Open
i(__-) - 1T . <« Single-case pr.. » Datasets v & Search Datasets »
Organize v Mew folder = - E @
l Recentplaces Name Date modified Type ™
%# Dropbox | Coker_data.bet Text D
B Desktop | SLC data.bet Text D
o Three-level data.bd Text D
#d Homegroup | Two-level data.bet 3/31/201510:40 AM  TextD »
v L >
File name: | Three-level data.tet w| | Text Files (*.bet, * TXT,*.dat,*.DA" +

It is also possible to import the data using R code:

JSP <- read.table(file.choose(),header=TRUE)

In the following screenshots, the model and the results are presented, with explanations
following below. The first model tested by Moeyaert, Ferron, Beretvas, and Van Den Noortgate
(2014) is one that contains, as fixed effects, estimates only for the average baseline level (i.e., the

Intercept) and the average effect of the intervention, understood as the change in level (modelled
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via the D variable). The variation, between cases and between studies, in the baseline level and
the change in level due to the introduction of the intervention is also modelled in the random part

of the model.

First the code is provided so that user can copy and paste it. Afterwards, the aspect of the code
from the VVim editor is shown in order to illustrate how the different parts of the code are marked,

including this time the explanations of the different lines after the # sign.

require(nime)

JSP <- read.table(file.choose(),header=TRUE)

Model.1 <- Ime(DVY~1+D, random=~1+D| Study/Case, data=JSP, control=list(opt="optim"))
summary(Model.1)

VarCorr(Model.1)

coef(Model.1)

intervals(Model.1)

#t Load the package, if not loaded yet
require{nlme}

#t Load the data
J5P €— read.table{file.choose{}) header=TRUE)}

#t Run Model 1. Average change in level, as a fixed and random effect
Model .1 <- 1lme(DUY¥™1+D, random=""1+D]StudyfCase, data=JSP, control=1list{
opt="optim"})

#t Obtain the output for HModel A1

summary{Model .1}

#t Obtain the variance components

VarCorriModel.1)

#t Obtain the estimated baseline level and change in level for each case
coefiModel .1}

#t Obtain the confidence intervals for the estimates

#t Informs both abput precision and statistical significance
intervalsiHodel.1)

As it can be seen, each part of the code is preceded by an explanation of what the code does. If
the package is already loaded, it is not necessary to use the require() function. When the
read.table() function is used the user has to locate the file. Regarding running the model, note
that all the code is actually a single line, which can look like divided in two (and sometimes
more) lines according to the text editor. The function summary() provides the results presented
below.

200



Manolov, Moeyaert, & Evans

* summary (Model.l1)
Lineayr mixed-effests model fit by REML
Daca: JSP
AIC BIC logLik

B187.743 B8231.25 -4084.871
RANDOM EFFECTS

Random effects;
Formula: ~1 + D | Study
Structure: General positive-definite, Log-Cholesky parametrization
StdDev Corr
(Intercept) 11.30317 (Intr) Variation between studies in baseline

D 19.30167 0.781 level (Intercept) and treatment effect (D)

Formula: ~1 + D | Case %in% Scudy
Scructure: General posicive-definite, Log-Cholesky paramecrization

StdDev Corr
{Intercept) 17.81065 (Intr) Variation between cases in baseline level

D 14.91157 -0.182 (Intercept) and treatment effect (D)
Residual 18.13026 Within-case variance

Fixed effectes: DVY ~ 1 + D FIXED EFFECTS

Value Std.Error DF t-value p-value | Overall average baseline level
(Intercept) 18.81801 &.297216 203 2.987274 0.0029 | aeross cases and across studies

D 31.63805 9.315584 903 3.396357 0.0007 | (Intercept) and overal average
{ Inti?uﬂm treatment effect across cases
D 0.532 and across studies (D)

Standardized Within-Group Residuals:
Min 1 Med 23 Max
-4.38883437 -0.29274908 -0.02421758 0.36502088 3.41392600

NHumber of Observations: 831
Humber of Groupsa:
Study Case %in% Study
s 27

This output mainly informs that the average baseline level is 18.81% (as the data are expressed
in percentages) and the average increase in level with the introduction of the intervention is
31.64%. As in this output the variability is presented in terms of standard deviations, for
obtaining the variances the VarCorr() function is used.

» VarCorr (Model.l)

Variance ScdDew Corr

Study = pdLogChol (1 + D)

(Intercept) 127.76l17 11.30317 (Intr)
D 372.5544 15.30167 0.781
Case = pdLogChol (1 + D)

(Intercept) 317.2208 17.81069 (Intr)
D 222.35489 14.91157 -0.182
Residual 328.7065 18.13026
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From this output, it is possible to compute the covariance between baseline level and treatment
effect via the following multiplication 0.781 x 11.30317 x 19.30167 = 154.90007 (Moeyaert,
Ferron, Beretvas, & Van Den Noortgate, 2014, report 144.26).

It is also possible to obtain the estimates for each individual, given that we have allowed for
different estimates between cases and between studies, specifying both the intercept (using the
number 1) and the phase dummy variable (D) as random effects at the second and third level of
the three-level model.

> coef (Model.1l)

[(Intercept) D
371 12.878349162 66.2938838
372 20.937861451 44.8145303
3/3 33.98177608% 40.42Z82968
571 1.910556788 L. 2407301
5/2 1.119135444 9854822
573 49.962498046 L1822312
574 -0.838468123 1664840
55 -0.422106076 . 3922718
56 41.415148845 . T482128
/1 0.009326098 L.132759%9
9/2 0.532902610 . 3238938
93 -0.1092392850 .5483110
454 -0.048104222 6811297
/5 3.361893514 .1847058
96 -0.0B85993488 .5544554
15/1 ZB.BBOT708304 . 64783697
15/2 34.8530172%92 L3TTT18R2
15/3 4.818400887 .85848292
15/4 4.088130431 L.1857527
15/5 21.078235875 .3582981
15/6 392.407670550 L.TTE2760
15/7 53.872118564 9046202
15/8 61.208B614052 .4302311
15/9 51.8411537&7 2042253
16/1 10.193555494 0545996
16/2 14.623522745 .1476058
16/3 16.935427965 . 3902948

oL ka2

[ T O Y R SR Y Y YUY Y S [
[T e T VI Y SO B E 6 T VI VI 5 T v T 6 N i O v T (I I O (T LT O (&

From this output we can see that there is actually a lot of variability in the estimates of average
baseline level and average treatment effect, something which was already evident in high
variances presented above. (As a side note, simulation studies have shown that between-case and
between-case variance estimates can be biased, especially when there are a small number of
studies are combined, although this is more problematic for standardized data than for
unstandardized raw data. Thus, variance estimates need to be interpreted with caution).

Finally, the confidence intervals obtained with the intervals() function show that all the fixed
effects estimates are statistically significantly different from zero. Additionally, we get the

202



Manolov, Moeyaert, & Evans

information that the range of plausible population values for the average change in level is
between 13.36 to 49.92.

> intervals (Model.1)
Approximate 95% confidence intervals

Fizxed effects:

lower est. upper
(Intercept) 6.457755 18.81801 31.17827
D 13.356333 31.63905 49.92176
attr(, "label™)
[1] "Fixed effects:"

Random Effects:
Lewvel: Study

lower est. upper

zd{ (Intercept)) 4,2188182 11.303171 30.2837586
=d (D) 8.3528764 19.301667 44.6019247
cor | (Intercept) D) -0.8780818 0O.781117 0.99%80412

Lewvel: Case

lower est. upper

zd{ (Intercept)) 12.927363 17.828106934 24.5387089
=d (D) 10.397661 14.91156598 21.3850889

cor | (Intercept) D) -0.579575 -0.1820918

=]

2853823

Within-group standard error:
lower est. upper
17.30152 18.13026 18.99870

The second model tested by Moeyaert et al. (2014) incorporates the possibility to model
heterogeneous variance across the difference phases, as baselines are expected to be less variable
than intervention phase measurements. This option is incorporated into the code using the
specification weights = varldent(form = ~1 | D). It is also possible to model another typical
aspect of single-case data: lag-one autocorrelation. Autocorrelation can be modelled as
homogeneous across phases via correlation=corAR1(form=~1|Study/Case), or heterogeneous
via correlation=corAR1(form=~1|Study/Case/D).

Once again, we first provide the code only, so that users can copy it and paste it into the R
console and then we show the Vim-view of the code, including explanations of each line.

Model.2 <- Ime(DVY~1+D, random=~1+D|Study/Case,
correlation=corAR1(form="~1|Study/Case/D), weights = varldent(form = ~1 | D), data=JSP,
control=list(opt="optim"))
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summary(Model.2)
VarCorr(Model.2)
anova(Model.1,Model.2)

# Run Hodel 2. Average change in level, as a fixed and random effect

# Also models: heterogeneous autocorrelation + heterogeneous phase variance
Model.2 <— 1me{DU¥™1+D, random=""1+D|5tudyfCase,
correlation=corAR1{form=""1|StudyfCasefD), weights = varldent{form = ™1 | D},
data=JSP, control=list{opt="optim"}}

# Obtain the output for Hodel 2

summary{Model .2}

# Obtain the variance components

VarCorri{Hodel_ 2}

# Compare Model.2? to HModel.d

anovaiHModel .1 _ Hodel_ 2}

Regarding running the model, note that all the code is actually a single line, although it is split
into three lines in this representation. Nevertheless, the text editor reads it as a single line, as long
as no new line (Enter key <« is used). The function summary() provides the results presented
below.

> summary (Model.Z2)
Linear mixed-effects model fit by REHML
Data: JSFP
AIC BIC logLik
T7836.761 TE89.936 -3907.38

REandom effects:
Formula: ~1 + D | Study
Structure: General positive-—-definite, Log-Cholesky parametrization
S5tdDev Corr
[Intercept) 0.4557493 (Intr)
D 20.6006001 0.983

Formula: ~1 + D | Case %in% Study
Structure: General positive-—-definite, Log-Cholesky parametrization

S5tdDev Corr
[(Intercept) 19.8390076 (Intr)
D 0.0740066 —-0.013
Eesidual 15.0826382
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Correlation Structure: AR(1)
Formula: ~1 | Study/Case/D
Parameter estimate(s):

Phi

0.6179315

Variance function:
Structure: Different =standard deviations per stratum
Formula: ~1 | D
Parameter estimates:

4] 1

1.000000 1.586095

The output presented above includes the estimates of random effects, autocorrelation, and
variance in the two phases. Although autocorrelation is modelled as heterogeneous a single
estimate is presented: phi equal to 0.62, suggesting that it is potentially important to take
autocorrelation into account. Regarding heterogeneous variance, the output suggest that for
baseline (D=0) the residual standard deviation is 15.08 multiplied by 1, whereas for the
intervention phases (D=1) it is 15.08 multiplied by 1.59 = 23.98. For obtaining the variances,
these values should be squared, as when the VarCorr() function is used: 227.40 and 575.04.

The output presented below shows the estimates for the average baseline level across cases and
across studies (Intercept, equal to 17.79) and the average change in level across cases and across
studies after the intervention (D equal to 33.59).

Fixed effects: VY ~ 1 + D
Value S5td.Error DF t-value p-value
(Intercept) 17.78673 4.150308 903 4.285641 Je+00
D 33.58329 9.752175 9503 3.443672 fe—-04
Correlation:
(Intr)
D -0.017

Standardized Within-Group Residuals:
Min Q1 Med 3 Max
-3.06209009 -0.41906459 -0.04891868 0.48506084 3.31643120

Humber of Chservations: 931
Humber of Groups:
Study Case Fin% Study

L 27

The output of the VarCorr() function is presented here in order to alter the users that the residual
variance for the intervention phase measurements (D=1) needs to be multiplied by 1.59% in order
to get the variance estimate. Moreover, the results are provided in scientific notation: 2.27e+02
means 2.27 multiplied by 102, which is equal to 227.
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> VarCorr (Model.2)

Variance ScdDew Corr
Study = pdLogChol (1 + D)
(Intercept) 2.077074e-01 0.45574593 (Intr)
D 4.243847e+02 20.6006001 0,983
Case = pdLogChol (1 + D)
(Intercept) 3.935862e+02 19,.8390076 (Intr)
D 5.476977e-03 0.0740066 -0.013
Residual 2.274860e+02 15.0826382

Using the anova() function it is possible to compare statistically whether modelling
heterogeneous variance and (heterogeneous) autocorrelation improves the fit to the data, that is,
whether residual (unexplained) variance is statistically significantly reduced. The results shown
below suggest that this is the case, given that the null hypothesis of no difference is rejected and
both the Akaike Information Criterion (AIC) and the more stringent Bayesian Information
Criterion (BIC) are reduced.

» anova (Model .1, Model.2)

Model df LIC BIC logLik Teat L.Ratio p-value
Model.1l 1 9 8187.743 B8231.250 -4084.871
Model. 2 2 11 7836.761 TEE9.936 -3907.380 1 w= 2 354.9822 «.0001

The third model tested by Moeyaert et al. (2014) incorporates time as a predictor. In this case,
it is incorporated in such a way as to make possible the estimation of the change in slope. For
that purpose the Dt variable is used, which represents the interaction (multiplication) between the
dummy phase variable D and the time variable centred around the first intervention phase
measurement occasion (T2). It should be noted that, if D*T2 (the interaction between the two
variables) was used instead of Dt (which is a separate variable), the model would have also
provided an estimate for T2, which is not necessary. Dt is therefore included both in the fixed
part DVY~1+D+Dt and in the random part random=~1+D+Dt | Study/Case.

Once again, we first provide the code only, so that users can copy it and paste it into the R
console and then we show the Vim-view of the code, including explanations of each line.

Model.3 <-Ime(DVY~1+D+Dt, random=~1+D+Dt|Study/Case,
correlation=corAR1(form="~1| Study/Case/D), weights = varldent(form = ~1 | D), data=JSP,
control=list(opt="optim"))

summary(Model.3)

VarCorr(Model.3)
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# Run Model 3. Average changes in level and in slope (fixed + random effects)
# Also models: heterogeneous autocorrelation + heterogeneous phase variance
Hodel.3 <-1me(DU¥™1+D+Dt, random=""1s+D+Dt|StudyfCase, correlation=corfR1{form=
~{]StudyfCaseD), weights = varldent{form = ™1 | D}, data=JSP, control=listi{o
pt="optim'})

## Obtain the variance components

summary({Model .2}

## Obtain the variance components

UarCorri{Model_3)}

Regarding running the model, note that all the code is actually a single line, although it is split
into three lines in this representation. Nevertheless, the text editor reads it as a single line, as long
as no new line (Enter key <« is used). The function summary() provides the results presented
below.

> summary (Model.3)
Linear mixed-effects model fit by REML
Data: J5F
RIC BIC logLik
TT711.244 TT9E.239 -3837.622

Random effects:
Formula: ~1 + D + Dt | Study
Structure: General positive-definite, Log-Cholesky parametrization

S5tdDevw Corr
(Intercept) 11.4846428 (Intr) D
D 21.6446574 0.626
Dt 0.6279002 0.809 0.933

Formula: ~1 + D + Dt | Case Find Study
Structure: General positive-definite, Log-Cholesky parametrization

S5tdDevw Corr
(Intercept) 17.3784760 (Intr) D
D 9.0526918 -0.082
Dt 0.3372449 -0.450 0.436
Residual 12.2070894

Correlation Structure: AR(1)
Formula: ~1 | Study/Case/D
Parameter estimate (=) :

Phi

0.3307128
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Variance function:

Structure: Different standard deviations per stratum

Formula: ~1 | Dr
Parameter estimates:
0 1

1.000000 1.405124
Fixed effects: DVY ~ 1 + D 4+ Dt

Value S5td.Error DF t-wvalue p-wvalue
(Intercept) 18.357786 &.310793 902 2.9085951 0.0037
B 23.092%945 10.087833 902 2.289188 0.0223
Lt 1.222705 0.347380 902 3.5197%& 0.0005

It can be seen that the average trend across cases and across studies during treatment is 1.22,
which is statistically significantly different from zero. In this case it is not possible to use the
anova() function for comparing models (as Model.2 and Model.3), as they incorporate different
variables in the fixed part. Nevertheless, we can check the relative reduction in variance
indicating how much the fit to the data is improved (and how much more variability of the
measurements is explained).

> VarCorr (Model.3)
Variance S5tdDevw Corr
Study = pdLogChol (1 + D + Dt)
(Intercept) 131.8970201 11.4846428 (Intr) D
B 468.4911948 21.6446574 0.626
Dt 0.3942587 0.6279002 0.809 0.8933
Caze = pdLogChol (1 + D + Dt)
(Intercept) 302.0114280 17.3784760 (Intxr) D
B 81.9512294 9.0526918 -0.082
Dt 0.1137341 0.3372449 -0.450 0.436
Residual 149.0130328 12.2070894

The residual variance in Model.2 was 227 for the baseline and 227 X 1.59° ~ 575. The residual
variance in Model.3 is 149 for the baseline and 149 X 1.41% = 296. Therefore, the relative
reduction in unexplained baseline variability is (227 — 149) / 227 = 34% and the for the treatment
phase variability it is (575 — 296) / 575 = 49%. Thus, modelling the change in slope is important
for explaining the variability in the data.

The fourth and final model tested by Moeyaert, Ferron, Beretvas, and Van den Noortgate
(2014) incorporates a predictor at the case-level (i.e., level 2): age. The authors choose not using
the original values of age, but to centre it on the average age of all participants. It is modelled in
this way, as they expected that the overall average baseline level is dependent on the age. In
contrast, they did not evaluate whether the overall average treatment effect and the overall
average treatment effect on the slope is dependent on age (otherwise we needed to include more
interaction effects).
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As usual, centring makes the intercepts more easily interpretable, as mentioned when
presenting the data. Agel is included in the fixed part DVY~1+D+Dt+Agel.

Once again, we first provide the code only, so that users can copy it and paste it into the R
console and then we show the Vim-view of the code, including explanations of each line.

Model.4 <-Ime(DVY~1+D+Dt+Agel, random="~1+D+Dt| Study/Case,
correlation=corAR1(form=~1|Study/Case/D), weights = varldent(form = ~1 | D),data=JSP,
control=list(opt="optim"))

summary(Model.4)

VarCorr(Model.4)

# Run Model 4. Average changes in level and in slope (fixed + random effects)
# Also includes: Age centred on average age as fixed effect

# Also models: heterogeneous autocorrelation + heterogeneous phase variance
Hodel.4 <-1me(DU¥™1+D+Dt+Age1, random="1+D+Dt |StudyfCase, correlation=corAR1{f
orm="1]StudyfCasesD}, weights = varlIdent{form = ™1 | D}),data=JSP, control=list
{opt=""optim"}}

## Obtain the variance components

summary{Model . 4}

## Obtain the variance components

UarCorr (Model .4}

Regarding running the model, note that all the code is actually a single line, although it is split
into three lines in this representation. Nevertheless, the text editor reads it as a single line, as long
as no new line (Enter key <« is used). In what follows we present only the results for the fixed
effects as provided by the function summary().

Fixed effecta: DVY ~ 1 + D + Dt + Agel
Value 5td.Error DF t-value p-value

(Intercept) 21.2826%6 7.612072 902 2.795314 0.0053
I 22.963895 10.01e705 802 2.292560 0.0221
ot 1.177802 0.333546 902 3.531153 0.0004
Agel -0.427786 0.284061 21 -1.505963 0.1470

The average effect of age is not statistically significant. Using the VarCorr() function we can see
that unexplained baseline variance has not been reduced. It can be checked that the same is the
case for the unexplained treatment phase variance, as the residual variance is still 149 X 1.41% ~
296. Therefore age does not seem to be useful predictor for these data.

209



SCED analytical resources for applied researchers

> VarCorr (Model. 4)
Variance
Study = pdLogChol (1l + D + Dt)
(Intercept) 217.0437932
B 461,.72256159
Dt 0,3445353
Casze = pdLogChol (1l + D + Dt)
(Intercept) 307.7818537
B 81.9546l168
Dt 0,1157236
149,0721431

Rezsidual

StdDevw

14.7324062
L487T73035
0.5868713

.5437127
9.05287E9
0.3401817
2.2085104

Corr

(Intr) D
0.897
0.967 0.928

(Intr) D
-0.0390

-0.453 0.436

For further discussion on these results, the interested reader is referred to Moeyaert et al. (2014).
It should be noted that these authors use proc mixed in SAS instead of R and thus some

differences in the results may take place.
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11.4a Name of the technigue: Integrating results combining probabilities

11.4b Authors and suggested readings: Integrating the results of studies using statistical
procedures that yield p values (e.g., randomisation tests, simulation modelling analysis) is a
classical approach reviewed and commented on by several authors, for instance, Jones and Fiske
(1957), Rosenthal (1978), Sturbe (1985), Becker (1987). We will deal here with the Fisher
method (referred to as “multiplicative” by Edgington, 1972a) and Edgington’s (1972a) proposal
that here called the “additive method” (not to be confused with the normal curve method by
Edgington, 1972b), as both are included in SCDA plug-in (see also Bulté, 2013). The
probabilities to be combined may arise, for instance, from randomisation tests or from simulation
modelling analysis.

We will also show how the binomial test can be used for assessing the results of several studies
following the Maximal reference approach, as described in Manolov and Solanas (2012).

11.4c Software that can be used: For the multiplicative and the additive methods we will use the
SCDA plug-in for R-Commander (Butlé & Onghena, 2012). For the binomial approach we will
use the R-Commander package itself.

11.4d How to obtain the software: The SCDA (version 1.1) is available at the R website
http://cran.r-project.org/web/packages/RcmdrPlugin.SCDA/index.html and can also be installed
directly from the R console.

First, open R.
Second, install RemdrPlugin.SCDA using the option Install package(s) from the menu Packages.

Packages

RemdrPlugin.orloca -
RemdrPlugin.plotByGroup
RemdrPlugin.pointG
RemdrPlugin.qual

RemdrPluginsampling
RemdrPlugin. SCDA

Windows  Help RemdrPlugin.seeg
Load package... RCI"ﬂdI’P|ugir‘l.5LC

RemdrPlugin,SM

ST RemdrPlugin.sos 7

Select repositories...

I Install package(s)...

Update packages...
L OK | | Cancel

Install package(s) from local zip files...

Third, load RemdrPlugin.SCDA in the R console (directly; this loads also R-Commander) or in
R-Commander (first loading Rcmdr and then the plug-in).
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Select cne

plyr B
proto

RZHTML

Remdr

RcmdrPlugin EACSPIR
RemdrPlugin.SLC
RColorBrewer

Repp

lamn |

Packages | Windows Help ReppEigen
Load package... relimp
reshape
Set CRAN mirror... reshape?
Select repositories... rgl %
Install package(s)...
Update packages...
OK l [ Cancel
Install package(s) frem local zip files...

11.4e How to use the software:

First, a data file should be created containing the p-values in a single column (all p-values below
one another), without column or row labels. In this case, we will replicate the integration
performed by Holden, Bearison, Rode, Rosenberg and Fishman (1999) for reducing pain
averseness in hospitalized children. Second, this data file (downloadable from
https://www.dropbox.com/s/enrcylwyzr61t1h/Probabilities.txt?dl=0) is loaded in R-Commander
using the Import data option from the Data menu.

e

prob.. [ o [ &S]

Archivoe Edicidn

Formate Wer Ayuda

0.73 - _

0.16 | 5 R Commander

044 File Edit Statistics Graphs Models Distributions SCDA Tools Help

032 Mew data set...

0.06 @ Da LE“: dataset g\;"iew dataset| Model| £ <Noactiver

. | oad data set...

034 R Script |[g|  Merge data sets..

- mport data rom text file, clipboard, or
0.54 Import d f file, clipboard, or URL
0.004 Data in packages 4 from 5P55S data set...

0.012 Active data set L4 from SAS xport file..
i Manage variables in active data set ¥ from Minitab data set...
= - from STATA data set...
I from Excel, Access or dBase data set...

At this stage, if a .txt file is used it is important to specify that the file does not contain column
headings — the Variable names in file option should be unmarked.
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Sx2)

Enter name for data set: Dataset
Variable names in file: [ %
Missing data indicator:  MNA
Lecation of Data File

@ Local file system

) Clipboard

) Internet URL

Field Separator

@ White space

() Other  Specify:
Decimal-Point Character
@ Period [.]

) Comma[,]

[ &) Help l | of OK

‘ | x Cancel ‘

Third, the SCDA plug-in is used via the SCMA (meta-analysis) option

SCDA | Herramientas Ayuda

SCVA ¥ }o de datu_c."@,wﬁualizar:

SCRT * |

Calculate effect size...

Combine p-values...

Fourth, the way in which the p values are combined is chosen marking multiplicative or additive

(shown here).

% Combine p-values

Select the combining method

Multiplicative ]

Additive

Select the p-values file
Use the active data set @

\ @’Aceptar J| xCanceIar ‘

=

'? Ayuda
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11.4f How to interpret the results: In this case it can be seen that both ways of combining suggest
that the reduction in pain averseness is statistically significant across the nine children studies,
despite the fact that only 2 of the 9 results were statistically significant (.004 and .012) and one
marginally so (.06). Holden et al. (1999) used the additive method and report a combined p value
of .025.

> combine (method = "x", pvalues = Datos)
[1] O0.006750578
> combine (method = "+", pvalues = Datos)

[1] 0.02466348

With the binomial test described in Manolov and Solanas (2012) it is possible to quantify the
likelihood of obtaining only by chance 2 (in this case) significant results from 9 studies, with the
probability of “success” being equal to the nominal alpha (5%). With the already loaded R-
Commander, we use the Distributions menu and select the binomial one.

R Commander - O
Distributions| SCDA  Tools Help

Set random number generator seed... 5
R tive model>

Continuous distributions

Discrete distributions g Binomial distribution

Poiszon distribution
Geometric distribution
Hypergeometric distribution

v v v w |

Megative binomial distribution

Binomial quantiles...

Bincmmial tail prebabilities...

Binomial probabilities...

Plat binomial distribution...

Sample frem binormial distribution...

We can represent the result numerically via the option Binomial probabilities: we have to specify
the number of trials and the probability of success:

R Binomial Probabilities H

Binomial trials 9

Probability of success
@ Help ‘&) Reset J OK * Cancel ﬁ Apply
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The numerical result is presented below and it indicates that the probability of obtaining 2
significant results from 9 studies only by chance is 6.285e-02 = 6.285 x 1072 = 0.06285.
Therefore, the statistical decision would be different from the one made before.

> .Table

Fr
L302494e-01
L985392e-01
285036e-02
. 7184652-03
.093525e-04
207118e-05
L125305e-06
.038281e-08
.339844e-10
.953125e-12

o I T 3 T O T % T P e
(SO T L T T U I R VI I

o

In order to use the binomial distribution to provide the probability for as many or more
successful results, we will use the upper-tail probability:

Bincrnial quantiles...

Binomial tail probabilities...

Binomial probabilities...
Plot bincrnial distribution...

Sample from binomial distribution...

It should be noted that as a value for the variable we need to specify 1 instead of 2 in order to get
the probability of more than 1 (i.e., 2 or more) statistically significant results.

i) Binomial Probabilities “

Variable value(s) 1

Bincmial trials 9

Probability of success  |0.05
) Lower tail

) % Upper tail

@ Help ﬁ) Reset @? oK * Cancel Fﬁ Apply

> phinom(c(l), =ize=9%, prob=0.05, lower.tail=FALS5E)
[1] 0.0712114

Considering that Prob(X=2) > .05, it is logical that Prob(X>2) > .05.
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We can also represent the result graphically via the option Plot binomial probabilities: we have

to specify again the number of trials and the probability of success:

Bincrnial quantiles...
Bincrmial tail prebabilities...

Binomial probabilities...

Plot binomial distribution...

Sample from binomial distribution...

i Binomial Distribution

Binomial trials

Probability of success | 0.05
(@ Plot probability mass function
() Plet distribution function

@Help ‘::;) Reset @? oK * Cancel

'4'“7'P Apply

The graphical result can be enhanced adding a red line marking the 5% barrier executing the

ISubmit|

abline(h=0.05, col="“red”) code marked below clicking

vlab="Probability Mass",

main="Binomial Distribution: Binomial trials=8, Probability of success=0.05",

type="h")
points(.x, dbinom{.x, size=2, prob=0.05), pch=1&)
abline (h=0, col="gray")
remove | .X)

abline (h=0.05, col="red")

1]

Binomial Distribution: Binomial trials=9, Probability of success=0.05

0.6

04

Probahility Mass
03

0.2

*

0.0

T
0 1 2 3

Number of Successes

= o
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12. Summary list of the resources

In this section we offer a list of computerised SCED analysis tools (statistical packages, stand-
alone programs, and web-based calculators), as presented in the Editorial Discussion of the
Special Issue.

(@]

Visual analysis — graphing, central tendency, trend, and variability: The SCDA plug-in
for R-Commander (Bulté & Onghena, 2012) offers the possibility to represent the data
graphically and to add visual aids referring to average level, trend, or data variability,
among other options. This plug-in was available from the R website: http://cran.r-
project.org/web/packages/RemdrPlugin.SCDA/index.html redirecting to the R archive.
Visual analysis — estimating and projecting baseline trend: R code is available on the
following address https://dl.dropboxusercontent.com/s/5z9p5362bwlbj7d/ProjectTrend.R.
The purpose of this code is to estimate baseline trend using the split-middle method
(Miller, 1985) and projecting it into the treatment phase. Trend stability across conditions
is estimated following the 80%-20% formula (Gast & Spriggs, 2010) and also using the
interquartile range (Tukey, 1977). The code has been developed by the first author (RM).
Visual analysis — standard deviation bands, related to statistical process control or quality
control charts as a way of obtaining evidence about behavioural change after introducing
an intervention (Callahan & Barisa, 2005; Pfadt & Wheeler, 1995). R code available at
https://dl.dropboxusercontent.com/s/elhy4541df8pij6/SD_band.R.

Visual analysis and training: Another option for visual analysis is the training protocol
available at www.singlecase.org/ (content developed by Swoboda, Kratochwill, Horner,
Levin, and Albin; copyright of the site: Hoselton and Horner).

Nonoverlap indices: Percentage of nonoverlapping data (Scruggs, Mastropieri, & Casto,
1987) and Percentage of data points exceeding the median (Ma, 2006) can be
implemented via the SCDA plug-in (http://cran.r-
project.org/web/packages/RemdrPlugin.SCDA/index.html). Nonoverlap of all pairs
(Parker & Vannest, 2009), Improvement rate difference (Parker, Vannest, & Brown,
2009), and Tau-U (Parker, Vannest, Davis, & Sauber, 2011) can all be computed online
on the website http://www.singlecaseresearch.org (Vannest, Parker, & Gonen, 2011).
Tau-U: R code was developed by Kevin Tarlow and is offered by Brossart et al. (2014)
online via the URL https://dl.dropboxusercontent.com/u/2842869/Tau_U.R. Pairwise
data overlap (as described in Wolery et al, 2010) can be computed via
https://www.dropbox.com/s/jd8a6vIOnv4v7dt/PDO2.R?dI=0. Percentage of data points
exceeding median trend (PEM-T) also discussed by Wolery and colleagues (2010) can be
computed https://www.dropbox.com/s/rlk3nwfoya7rm3h/PEM-T.R?dI=0. Percentage of
nonoverlapping corrected data: R code available in the article presenting the procedure
(Manolov & Solanas, 2009) and also available online at
https://dl.dropboxusercontent.com/s/8revawnfrnrttkz/PNCD.R.
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o Other percentage indices: Percentage zero data discussed by Wolery et al. (2010) can be
computed via https://www.dropbox.com/s/k57dj32qyit934g/PZD.R?dI=0. Percentage
reduction data / Percentage change index discussed by Hershberger et al. (1999) and
Wendt (2009) and Mean baseline reduction discussed by Campbel (2004) can be
computed via https://www.dropbox.com/s/wtlqu6g7j2In764/MBLR.R?dI=0.

o Simulation modelling  analysis: available  online on  the  website
http://clinicalresearcher.org/software.htm.

o Randomisation tests: R code available in the SCRT package (Bulté & Onghena, 2008;
2009) downloadable for free from the R platform itself and available from the R website
http://cran.r-project.org/web/packages/SCRT/index.html. The SCDA plug-in for R-
Commander (Bulté, 2013; Bulté & Onghena, 2012) also includes randomisation tests.
Analyses via randomization tests can also be carried out using Excel as a platform, thanks
to the work of Boris Gafurov and Joel Levin (http://code.google.com/p/exprt/).

o Maximal reference approach as described and tested by Manolov and Solanas (2012,
2013b) can be implemented via
https://www.dropbox.com/s/56tgnhj4mng2wrg/Probabilities.R?dI=0.

o Quantifying specific data features: Slope and level change technique: R code available in
the article presenting the procedure (Solanas et al., 2010) and also online at
https://dl.dropboxusercontent.com/s/Itlyowy2ds5h30i/SLC.R; additionally, there is an
SLC plug-in for R-Commander available from the R website http://cran.r-
project.org/web/packages/RemdrPlugin.SLC/index.html and downloadable for free from
the R platform itself. Mean phase difference technique: R code available in the article
presenting the procedure (Manolov & Solanas, 2013a) and also online at
https://dl.dropboxusercontent.com/s/nky750h40f1gbwh/MPD.R.

o Quantifications in terms of the d statistic: SPSS macros and Graphic User Interface
(clickable menus) plus manuals are available via William Shadish’s website:
http://faculty.ucmerced.edu/wshadish/software/software-meta-analysis-single-case-design
R code for these developments is available at James Pustejovsky’s page
http://blogs.edb.utexas.edu/pusto/software/.

o Regression analysis as presented by Swaminathan et al. (2014): a computer programme
developed in FORTRAN 90 (Rogers & Swaminathan, 2007) has been created.

o Ordinary least squares analysis using the effect size measure presented by Swaminathan
and colleagues can be implemented via
https://www.dropbox.com/s/vOsee3btolhenod/OLS.R?dI=0. Generalized least squares
based on the proposals of Gorscuh (1983) for autoregressive analysis and Swaminathan,
Rogers, Horner, Sugai, and Smolkowski (2014) for autocorrelation estimation via the
Cochran-Orcutt method, using the the effect size measure presented by Swaminathan
and colleagues can be implemented via
https://www.dropbox.com/s/dni9qgq5pqi3pc23/GLS.R?dI=0

o Piecewise regression analysis according to the formula proposed by Center et al. (1985-
1986), obtaining an unstandardized estimate of the immediate effect and change in slope
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plus a standardization following the proposal of VVan den Noortgate and Onghena (2008):
https://www.dropbox.com/s/bt9Ini2n2s0rv7I/Piecewise.R?dI=0. The same code allows
standardizing the data before incorporating them in multilevel meta-analysis.

Bayesian analysis: Rindskopf (2014) recommends using WinBUGS program available
for free at the website http://www.mrc-bsu.cam.ac.uk/bugs/. An R package called
BayesSingleSub (de Vries & Morey, 2013) is available from the R website http://cran.r-
project.org/web/packages/BayesSingleSub.

Multilevel models: several alternative platforms can be used including two specifically
designed programs (HLM, MLwiN), the Ime4 and nlme packages in R, proc mixed and
proc glimmix in SAS, the mixed option using SPSS syntax, and the gllamm programme in
Stata) of which only R is open-source. WinBUGS can be used also for multilevel models.
See also Shadish, Kyse, and Rindskopf (2013). Additionally, a website
(http://ppw.kuleuven.be/home/onderzoek/multilevel-synthesis-of-single-case-
experimental-data/ ) is available including theoretical information, examples and code in
relation to multilevel models. This website, expected to grow in near future is also
accessible from www.single-case.com.

Combining quantitatively the results of several studies using the SCED-specific d statistic
(Hedges et al., 2012, 2013) can be done via
https://www.dropbox.com/s/41gc9mrrt3jw93u/Across%20studies _d.R?dI=0

Combining probabilities: some options (e.g., the multiplicative approach described in
Jones and Fiske, 1953, and the additive approach by Edgington, 1972) are included in the
SCDA plug-in for R-Commander (Bulté, 2013; Bulté & Onghena, 2012): http://cran.r-
project.org/web/packages/RcmdrPlugin.SCDA/index.html.  Additionally, R code is
available on the Neuropsychological Rehabilitation website as supplemental online
material to the article authored by Solmi and Onghena (2014). The use of the binomial
distribution as described by Manolov and Solanas (2012) can be implemented via R-
Commander itself.
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Appendix A: Some additional information about R

Only a few very initial ideas are presented here using screenshots. For more information consult
the documentation available on the Internet. Specifically, the following text by John Verzani is
recommended:

http://cran.r-project.org/doc/contrib/Verzani-SimpleR.pdf

One of the easiest ways to learn something about R is to use the Help menu:

RGui (64-bit) - [RC o ]
IR File Edit View Misc Packages Windows _ =] =]
FAQonR
FAQ on R for Windows
‘I Manuals (in PDF) » An Introduction to R

> |

R Reference Manual

R Data Import/Export

R functions (text)...

Html help

Search help... R Language Definition

_ Writing R Extensions
search.r-project.org ... e 2t

RInternals

Apropos... R Installation and Administration

R Project home page Sweave User

CRAN home page

About

For instance, when looking for how an internal function (such as the one computing the mean is
called or used and the information it provides), the user can type help.search(“mean”) or
??mean into the R console. The following window will open.
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PBSmapping-PBSfig09

Help pages:

ape:-chronoMPL
base:colSums
base:Date
base:DateTimeClasses
base:difftime
basezmean
boot:sunspot
caTools:runmean
chron:dates
cluster-meanabsdev
coda-effectiveSize
DAAG:sampdist
DAAG:simulateSampDist

& @ 127.0.01:24142/doc/html/Search?pattern=mean [ R." Google

Code demonstrations:

Portrayal of "surveyData' from Pacific ocean perch surveys in the
central coast region of British Columbia from 1966-89. Colours
portray the mean catch per unit effort within each grid cell. Circles
show locations of individual tows.

Molecular Dating With Mean Path Lengths

Form Row and Column Sums and Means

Date Class

Date-Time Classes

Time Intervals

Arithmetic Mean

Annual Mean Sunspot Numbers

Mean of a Moving Window

Generate Dates and Times Components from Input
Internal cluster functions

Effective sample size for estimating the mean

Plot sampling distribution of mean or other sample statistic.
Simulated sampling distribution of mean or other statistic

x Pov

P A B-

= N/A

D -

(Run demo in console)

When the name of the function is known, the user can type only ?mean (with a single question
mark) into the R console:

»
| IR RGui (64-bit) - [R Console]

—~ )
IR File Edit View Misc Packages Windows Help |- [=|

> ?mean

>

starting httpd help server ...

Description

done

Usage

mean(x, ...)

## Default S3 method:
mean(x, trim = 0, na.rm = FALSE, ...)

Arguments

Generic function for the (trimmed) arithmetic mean.

R Documentation

Arithmetic Mean

x An R object. Currently there are methods for numeric/logical vectors and date. date-

time and time interval objects. and for data frames all of whose columns have a

method. Complex vectors are allowed for trim = 0. only.

the fraction (0 to 0.5) of observations to be trimmed from each end of x before the

mean is computed. Values of trim outside that range are taken as the nearest

endpoint.

na.rm g logical value indicating whether N2 values should be stripped before the
computation proceeds.

trim

further arguments passed to or from other methods.

m

228



Manolov, Moeyaert, & Evans

Summarised information is provided below regarding internal functions implemented in R:

> c(): concatenate

» mean(): arithmetic mean

» var(): variance

» sqrt(): square root

» sort(): ascending order by default
» abs(): absolute value

» hist(), boxplot(): graphics + options to adjust

Summarised information is provided below regarding operators useful in R:

3 add
— | subtract
: multiply
¥ | deade
% % | modulo: what remains after the division

% / %|quotient: the integer part after the division

A

power

greater than , greater than or equal to
smaller than , smaller than or equal to

EI equal to
EI not equal to

logical and

229



SCED analytical resources for applied researchers

First, see an example of how different types of arrays (i.e., vectors, two- and three-dimensional
matrices) are defined:

6. RGui (32-bit) - [RCe
Arrays: R Arco. Gdear Veaor M. og pows lelx
l
> v <= array(c(1,2,3,4,5,6),dim=c(6)) . > - 1
\Tector ? Gsdag - @-Asmgnlngvalues
¥ .13 (.2 £,3) (.49
1,) 1 3 s 1
Matrix  fu 3 ¢ &5
[.1)
{1,
[2,
3D o
3
(1, : 125
[2,) 6
> |

Operations can be carried out with the whole vector (e.g., adding 1 to all values) or with different
parts of a vector. These different segments are selected according to the positions that the values
have within the vector. For instance, the second value in the vector x is 7, whereas the segment
containing the first and second values consists of the scalars 2 and 7.

Ra‘.'{h.-c Editar Visualizar Misc Paguetes Ventanas Ayuda

A vector o
created W 2 710 Assign new values:
. add 1 to original
510 values
A scalar
within C

the vector
A sub-vector
within

the vector
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Regarding data input, in R it is possible to open and read a data file (using the function
read.table) or to enter the data manually, creating a data.frame (called “datos1”) consisting of
several variables (here only two: “studies” and “grades”). It is possible to wotk with one of the
variables of the data frame or even with a single value of a variable.

Data frame —_—

Variables

- ™
) datos.txt: Bloc... = B &
| Archivo  Edicion Formato.  Ver
Ayuda
5 Humanities 5
. > Humanities 9
‘ é > datos2<- read.table("D:/datos.txt") sciences 7
Redd .tXt flle > datos2 sciences 7
Vi va
1 Humanities S
2 Huranities 9 |
3 Sciences 7 | '
4 Sciences 7 “ o
>

V\yltl‘lln: $ ﬁ > datos25V1

Values within [ |=——p

[1] Humanities Humanities Sciences Sciences
Levels: Humanities Sciences

>

da

9

>
{lll

Regarding, some of the most useful aspects of programming (loops and conditional statements),
an example is provided below. The code provided computes the average grade for students that
have studied Humanities only (mean_h), by first computing the sum_h and then dividing it by
ppts_h (the number of students from this are). For iteration or looping, the internal function for()
is used for reading all the grades. For selecting only students of Humanities the conditional

function if() is used.

NO

students

+ add
grades

Divide

¥(c("Humanities”, §, "Humanities™, 9,"Sciences", 7,"Sciences",7),dim=c(2,4))
1 [.2] [.3] [.%]
1,] "Humanities™ "Humanities® "Sciences” "Sciences”

[i.

2,1 5" nye wgn g

> Counter

" Loop

Conditional
statement

H mea - =um h/ppt=

13

> ppta_|

S

.['_'--_‘.-'
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Regarding user-created functions, below is provided information on how to use a function called
“moda” yielding the modal value of a variable. Such a function needs to be available in the
workspace, that is, pasted into the R console before calling it. Calling itself requires using the
function name and the arguments in parenthesis needed for the function to operate with (here: the
array including the values of the variable).

Data input
~

Function: paste
from the .R file

//»%

Function: call
- name

- variable

R File Edit View Misc Packages Windows Help -|&
Hlez) ol 3

BEEEEE

>X <~ ¢(3,2,2,3) I\ IT

> (7 X" is not an

> .

> moda <- function (X){ Obllgatory name

+ 1if (is.numeric(X))

+ moda <- as.numeric (names(table (X)) {which(table (X)==max (table(X)))])

+ else

+ moda<-names (table (X)) {which (cable (X)==max (table(X)))]

+ list (moda=moda, tabla.de.frecuencias~cabie(X))

>

-~ ... butbe

> moda (X) <

$moda -

s consistent

$tabla.de.frecuencias

X

123

X 22X

>

>

The second example of calling user-defined functions refers to a function called V.Cramer and
yielding a quantification (in terms of Cramér’s V) of the strength of relation between to
categorical variables. The arguments required when calling the function are, therefore, two

arrays containing the categorie

Data input
~_

S

N

Function: paste
from the .R file

7
4‘5%%
Function: call
- name

- variable1
- variable 2

s of the variables.

RRGui (64-bit) - [R Console]
I File Edit View Misc Packages Windows Help -|®

> X <= c("Sciences",
> Y <= c("Excelent”

"Sciences",
» "Very good",

"Humanities™,
"Excelent",

"Humanities"™)
"Very good")

V.Cramer <- function(X,¥Y){

tabla <- xtabs(~X+Y)

Cramer <- sqrt(as.numeric(chisqg.test(tabla,correct=FALSE)Sstatistic$
(sum(tabla) * min(dim(tabla)-1)))

return (V.Cramer=Cramer)

VV+H++++vVvVVYyY

> V.Cramer (X, Y)

[1] o

Warning message:

In chisq.test (tabla, correct = FALSE) :
IChz-squared approximation may be incorrect

>
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Appendix B: Some additional information about R-Commander

Only a few very initial ideas are presented here using screenshots. For more information consult
the documentation available on the Internet. Specifically, the following text by John Fox (the
creator of R-Commander) is recommended:

http://socserv.socsci.mcmaster.ca/jfox/Misc/Rcmdr/Getting-Started-with-the-Rcmdr.pdf

Once installed and loaded (Packages = Install package(s) and Packages = Load package from
the menu of the R console), the R-Commander (abbreviated Rcmdr) provides different pieces of
statistical information about the data file that is loaded (Rcmdr: Data - Load data set or Import
data). Most of the numerical information is available in the menu Statistics. Below you see an
example of obtaining a general numerical summary of the data using univariate descriptive
statistics, such as the mean and several quartiles.

74 R Commander
File Edit Data [Statistics Graphs Models Distributions Tools Help

O NAPl  Summaries | Active data set odel> |

= Contingency tables Numerical summaries...
Script Window goncy W
Frequency distributions

Means

>

»

summary (Date Proportions 4
library(abir  Variances 4 Table of statistics

»

»

»

Count missing observations

library(el07  Nonparametric tests Correlation matrix...
Dimensional analysis

Fit models

Correlation test...
Shapiro-Wilk test of normality...

< | | »

Output Window Submit]
-
> summary (Dataset) P
rotation RT LMCT 1 UMCI 1
Min. : 0.00 Min. t 978.2 Min. t 989.7 Min. :1006
ist Qu.: 54.00 ist Qu.:1049.7 ist Qu.:1042.6 ist Qu.:1052
Median : 91.00 Median :1081.8 Median :1077.7 Median :1085
Mean : 94.862 Mean :1084.7 Mean :1079.6 Mean 1090
3rd Qu.:130.25 3rd Qu.:1122.2 3rd Qu.:1113.0 3rd Qu.:1122
Max. :180.00 Max. :1215.0 Max. £1155.9 Max. g ks Br i B =
LICI 1 UICI 1 ZRE 1
Min. : 959.8 Min. 1036 Min. :-2.218e+00
ist Qu.:1010.0 i1st Qu.:1085 ist Qu.:-6.159%e-01
Median :1044.2 Median :1119 Median :-3.413e-02
Mean :1047.3 Mean 1122 Mean ¢ 7.424e-15
3rd Qu.:1080.2 3rd Qu.:1155 3rd Qu.: 6.491e-01
Max. £1125.5 Max. 1201 Max. : 2.772e+00 —

> library(abind, pos=4)

< ‘ »

Messages

with the single-document interface (SDI); see 2Commander.
[3] NOTE: The dataset Dataset has 100 rows and 7 columns.

[ »

< | I'
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These quantifications can also be obtained via the Numerical summaries sub-option. It is also
possible to organise the results according to the values of a categorical variable (i.e., as if
splitting the data file).

File Edit Data [Statistics| Graphs Models Distributions Tools Help

le Data set: Summaries » Active data set
e Contingency tables TSP
Script Window gency =il - ”e
Means » Frequency distributions...
numSummary (I Froportions »| Count missing observations

v

statistics Variances Table of statistics...
-5,.75,1))  Nonparametric tests *»  Correlation matrix...
Dimensional analysis »  Correlation test...

«[ | Fitmodels | Shapiro-Wilk test of normality...

Output Window

™

> numSummary (Dataset[,"difference"], groups=Dataset$IV,
+ statistics=c("mean", "sd", "quantiles"), quantiles=c (0, ..
+ .5,.75,1))

mean sd 0% 25% 50% 75% 100% data:n
tradicional 2.8 1.1352924 1 2 2.5 4 4 10
ordenador 4.6 0.9660918 3 4 4.5 5 6 10

1% Nomerical Summaries WS e o B ]

Variables (pick one or more)

Ccv A
difference =
DV

interaction -
Mean v

Standard Deviation 2 l
Coefficient of Variation [~
Skewness [~ Type 100

Kutosis [~ 1YPe2@
Type 30

Quantiles ¥  quantiles: 0, .25, 5, .75, 1

Summarize by groups... I

[ ok | cance | | Reset || Help |

Groups variabi * :k one)

i

[ ok | [ Cancel ] rows and 6 columns.
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Specific analysis for categorical data can be performed using the Frequency distributions sub-

option, obtaining frequencies and percentages.

File Edit Data |"‘ tistics |

= Madel

Distributions Tools Help

P

R, pataser| IETIENND  Active data set
andx f

. - —|  Contingency tables * Numerical summaries...
Script Window o e
4 Frequency distributions... [r—

.Table <- t& Proportions 4 Count missing observations
.Table # c¢ Variances »|  Table of statistics...
round(100%.7  Nonparametric tests »|  Correlation matrix...
remove (.Tabl  pimensional analysis * Correlation test...
< Fit models »|  Shapiro-Wilk test of normality... =i
Output Window Submit
> .Table <- table(Dataset$IV)
> .Table # counts for IV
tradicional ordenador

10 10
> round (100*.Table/sum(.Table), 2) # percentages for IV
tradicional ordenador

50 50

Bivariate analyses can be carried out for two categorical variables, using the Contingency tables

options, creating the table manually (Enter and analyse two-way table).

Fi it Data [S{atistics Graphs Models Distributi Tools Help
R, Dataset.| | Summaries el o [N et ot |
: M| Contingency tables * Two-way table... :
Script Window Ll 4
Means K Multi-way table..
rowPercents . -
.Test <- ch. Proportions L2 Enter and analyze two-way table ..
.Test Variances »
.Ies;Se:pec‘ Nonparametric tests * & 1R
pound( Tear Dimensional analysis * meduALe: Componenta 3
remove (.Test ) 5
remove (.Tab. Fit models 2

«|

File Edit Data Statistics Graph:

Models

Output Window

I Z IC0lar Count
185.7 14.3 100 7
2 0.0 100.0 100 6

> .Test <- chisqg.test(.Table, correct=FALSE)

> .Test

Pearson's Chi-squared test

data: .Table

X-squared = 9.551, df = 1, p-value = 0.001998

> .TestSexpected # Expected Counts
1 2
1 3.230769 3.769231

2 2.769231 3.230769

NumberofRows: [ [ 2
Number of Columns: [_[ [ 2
Enter counts:

1 2
1 6 1
2 0 6
Compute Percentages
Row percentages
Column percentages )
Percentages of total )
No percentages ®
Hypothesis Tests

m

ol

Messages

. Chi-square test of independence ¥
4 Components of chi-square statistic ¥
Print expected frequencies v

[26] WARNING:
4 expected freguencies are less than 5

Fisher's exact test I

Distributions  Tools Help-

[ ok

J (

Cancel ]

J

[ Reset Help
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Bivariate analyses can be carried out for two categorical variables, using the Contingency tables

options, generating the table automatically (Two-way table).

e Data [Statistics| Graphs Models Distributions Tools Help
BL Data set:{ Summaries Y R eiiaianh] Model: | ehia actae miodel>
< M| Contingency tables Two-way table..
Script Window <y | y
Means ¥ Multi-way table
rowPercents | -

.Test <- ch Proportions »  Enter and analyze two-way table...
.Test Variances L
-TestSexpect  Nonparametric tests *

round(.Test. o g -
Dimensional analysis *
remove (.Tes
»

remove (. Tab: Fit models

-square Components

File Edit Data Statistics Graphs Models Distributions Tools Help

1

< | »

| [P ——
Output Window Submit E?

> .1lest s Row variable (pick one) Column variable (pick one)

Pearson's Chi-squared test difference ‘7‘ difference ‘*‘

v H

data: .Table o X
X-squared = 10, df = 5, p-value = 0.07524 Compute Percentages

Row percentages @

Column percentages )
> .Test$expected # Expected Counts P g =

v Percentages of total )
difference tradicional ordenador No percentages
ong B3 B3 Hypothesis Tests
two 2.0 2.0 =i 5 .
thres 1.0 1.0 A Chi-square test of independence v
fonr a0 a0 Components of chi-square statistic V¥
five 1.5 1.5 —
six 1.0 1.0 Print expected frequencies v
= Fisher's exact test [
< »
Subset expression
Messages Lt

<all valid cases>
< ‘7 »
- [ 0K ] [ Cancel I [ Reset ] [ Help

>

[28] WARNING: 2 expected frequencies are less than 1
12 expected frequencies are less than S5

|

<[ J +

Bivariate analyses can be carried out for two quantitative variables, using the Correlation matrix

sub-option.

File Edit Data {Statistics Graphs Models Distributions Tools Help

:.,R,,a, Data set:} Active data set odel> ‘
; .. | Contingency tables * Numerical summaries... I
Script Window - R
Means Lo Freq y ns... 5
$ Spearman { Proportions 4 Count missing observations |
cor (Dataset Variances ¥ Table of statistics

use="compl  Nonparametric tests * Correlation matri

Dimensional analysis * Correlation test... —

e Fit models 4 Shapiro-Wilk test of normality... =0
Output Window I 4&‘”—’"5' ]
> # Spearman rank-order correlations P

> cor (Dataset[,c("difference”, "interaction")],

+ use="complete.obs", method="spearman")
difference interaction

difference 1.0000000 0.5002985

interaction 0.5002985 1.0000000

< | »

Messages

[19] NOTE: The dataset Dataset has 3 rows and 1 columns.
[20] NOTE: The dataset Dataset has 3 rows and 1 columns.
[21] NOTE: The dataset Dataset has 20 rows and 6 columns. ~
4

[ ] »
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Regression analyses can be carried out using the Fit models option of the Statistics menu,

whereas the corresponding model validation requires using the Models menu, which gets

activated after running the regression analysis.

{Signif.

RegModel.1

> summary (RegModel.l)

Call:
im(formula = DV ~ CV, data = Dataset)
Residuals:

Min 1Q Median
-2.40196 -0.81653 -0.04062

3Q
0.97549 1.9
Coefficients:
Estimate Std. Error t value
2.5504 0.6479 3.936
1.2129 0.1075 11.278

(Intercept)
cv

codes: 0 '#%%' 0,001 '#** 0.01

Residual standard error:

Max
5938

Model

Bx(>|cl)

0.000968 ~»~
1.36e-09 =~

File Edit Data [Statistics| Graphs Models Distributi Tools Help
B‘. Data set: (S::::i':::::y i : fiew data set| Model:
Script Window | Moss ~
RegModel.l < Proportions * Lsec)
summary (Regl  Variances 4
Nonparametric tests *
Dimensional analysis *
Fit models ;
' Linear model...
Generalized linear model...
or Multinomial logit model...
3 Ordinal regression model..
Output Window
> RegModel.l <~ lm(DV~CV, data=Datasert)

Regression
coefficients

taf 0,05, 0,1 *1

1.285 on 18 degrees of freedom
Multiple R-squared: 0.876, Adjusted R-squared: 0.8691
«

Model fit

Graphical representations of the data can be obtained through the Graphs menu:

-
| 74 R Commander

File Edit Data Statistics

Graphs | Models Distributions  Tools Help

| B«h Data set:‘ Dataset ‘ Color palette. . Model: ‘ <No active model> |
.o | Indexplot.. [
Script Window -
k
boxplot (Dataset$ror  Stem-anddeaf display... B
Boxplot
Quantile-comparison plot...
Scatterplot... =
< S lot matrix.... —_—
" Line graph... =
Output Wind Submit|
utput Window Xy Htioning plot:
" Plot of means. =
> boxplot (DatasetS$r| S
Strip chart...
Bar graph
Pie chart
3D graph L
Save graph to file »
<  *
Messages
[1] NOTE: R Commander Version 1.8-4: Sat Sep 22 16:09:40 2012 -

{2] WARNING: The Windows version of the R Commander works best un(‘a
with the single-document interface (SDI); see ?Commander.

<

mn | »

rotation

150

100

50

B'F R R Graphics: Device 2 (ACTIVE)

o
:

237



SCED analytical resources for applied researchers

There is also information about probability Distributions, which can help finding the p value

associated with the value of a statistic without the need to consult statistical tables.

Is Help

ons * Letive madets |

: : Binomial distribution »

Script Window . L
Poisson Li

summary (Dataset) Geometric distribution ¢
library(abind, pos=4) Hypergeometric distribution *»
library(e1071, pos=4) Negative binomial distribution *
< |+
Output Window [‘_]Submit ]
< »
Messages
[1] NOTE: R Commander Version 1.8-4: Sat Sep 22 16:09:40 2012 [
[2] WARNING: The Windows version of the R Commander works best under RGui |5
with the single-document interface (SDI); see ?Commander.

<

File Edit Data Statistics Graphs

Models Distributi

(Took) Help

T

:QR“J Data set:‘ Dataset ‘ [Edit data set][View data set]

Load package(s)...

Load Remdr plug-in(s)

<[ ] »

Script Window 1 OoicH )
summary (Dataset) B
library(abind, pos=4)
library(e1071, pos=4)
< ] »
Output Window ubmit
Plugins (elige uno o mas)

4 RemdrPlugin EACSPIR
- s RcmdrPlugin SCDA | |
Messages RcmdrPIuglnSLC -
[1] NOTE: R Commander Version 1.8-4: Sat Sep 22 16:09:40 2012 A
[2] WARNING: The Windows version of the R Commander works best under RGui E [ ] [ ] [ ]
jwith the single-document interface (SDI); see 2Commander. ltl Acemaf CanCelaf AyUda
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