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This paper presents a new polychoric instrumental variable (PIV) estimator to use in structural equa-
tion models (SEMs) with categorical observed variables. The PIV estimator is a generalization of Bollen’s
(Psychometrika 61:109–121, 1996) 2SLS/IV estimator for continuous variables to categorical endogenous
variables. We derive the PIV estimator and its asymptotic standard errors for the regression coefficients in
the latent variable and measurement models. We also provide an estimator of the variance and covariance
parameters of the model, asymptotic standard errors for these, and test statistics of overall model fit. We
examine this estimator via an empirical study and also via a small simulation study. Our results illustrate
the greater robustness of the PIV estimator to structural misspecifications than the system-wide estimators
that are commonly applied in SEMs.
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1. Introduction

The Life Orientation Test (LOT) (Scheier & Carver, 1985) is an eight-item scale designed
to measure two latent variables, optimism and pessimism. Each item is a five-category ordi-
nal variable. Like these items, many measures in the social and behavioral sciences are ordinal
or dichotomous variables rather than continuous. One of the challenges of Structural Equation
Models (SEMs) is the incorporation of categorical observed variables such as these. If such vari-
ables are exogenous dummy variables, then they do not pose a problem (Jöreskog, 1973; Bollen,
1989, pp. 126–128). However, if noncontinuous observed variables are endogenous (i.e., influ-
enced by other variables), then a SEM must take this into account. In recent decades researchers
have made great strides in the incorporation of categorical endogenous variables in SEMs (e.g.,
Olsson, 1979; Jöreskog & Sörbom, 1984; Jöreskog, Sörbom, du Toit, & du Toit, 2001; Muthén,
1984; Muthén & Muthén, 2001; Poon & Lee, 1987; Maydeu-Olivares, 2001, 2006). These SEM
approaches have at least four things in common:

(1) they assume that a continuous indicator underlies each categorical variable;
(2) they estimate category thresholds for each ordinal variable and estimate a polychoric corre-

lation matrix among the underlying indicators;
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(3) they use an estimate of the asymptotic covariance matrix of the elements of the polychoric
correlation matrix; and

(4) they employ a system-wide estimator (e.g., weighted least squares (WLS)) to estimate all
parameters in all equations in the last stage.

In SEMs with continuous endogenous variables there has been some work on limited in-
formation equation-by-equation estimators that are more robust to structural misspecification
than are the system-wide estimators such as full information maximum likelihood (FIML). See
Madansky (1964), Hägglund (1982), Jöreskog (1983), and Bollen (1989, 1996a, 1996b, 2001).
Though these estimators are not identical, they have in common that they transform the latent
variables into observed variables and use Instrumental Variable (IV) and two-stage least squares
(2SLS) estimators. Some of these estimators (e.g., Bollen, 1996a) can be implemented with
widely available statistical software. An important advantage of the IV and 2SLS approaches
is that they are less likely to spread the bias that occurs with misspecified structures through-
out the system of equations than are the dominant full information, system-wide estimators like
FIML (Bollen, Kirby, Curran, Paxton, & Chen, 2007). Given the approximate nature and the
likely structural misspecification in virtually all SEMs, this greater robustness is a desirable fea-
ture of the IV/2SLS estimators. Yet, these limited information estimators have not been applied
to latent variable, structural equation models with categorical observed variables.

The main purpose of this paper is to present a generalization of Bollen’s 2SLS/IV estimator
for continuous variables to SEMs that contain categorical endogenous variables. We refer to this
extension as the Polychoric Instrumental Variable (PIV) estimator for SEMs. We will derive a
consistent IV estimator and its asymptotic standard errors for the regression coefficients in the
latent variable and measurement model. We also will provide an estimator of the variances and
covariances, asymptotic standard errors for these, and test statistics of overall model fit. We will
examine this estimator via an empirical study, and also, via a small simulation study.

The next section presents the model and assumptions. This is followed by a section that
reviews the standard estimation and testing approach which culminates in a system-wide esti-
mator. After this we have the section that develops the PIV estimator, its standard errors, and
tests of overall model fit. The sections that follow will present an empirical example and a small
simulation study. The conclusion summarizes the results and discusses remaining issues.

2. Model and Assumptions

Let y∗ ∼ N(0,P) where P denotes a correlation matrix with elements ρii′ . Suppose that each
y∗
j , j = 1, . . . , p, has been categorized as yj = kj if τjk

< y∗
j < τjk+1 , kj = 0, . . . ,Kj − 1, where

τj0 = −∞, τjK
= ∞.

We assume the following linear structure for modeling the y∗ as a function of m latent
variables η:

y∗ = �η + ε, (1)

η = Bη + ζ , (2)

where (
ε

ς

)
∼ N

((
0
0

)
,

(
� 0
0 �

))
. (3)

This is the model used in LISREL (Jöreskog & Sörbom, 2001) and Mplus (Muthén & Muthén,
2001) when there are no exogenous observed variables in a model. See the conclusion for com-
ments on extending these models to exogenous observed variables.
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Letting � = I − diag(�(I − B)−1�(I − B)−1�′), the covariance structure of the latent re-
sponse variables y∗ implied by the model in (1)–(3) is a correlation structure, P, namely,

P = �(I − B)−1�(I − B)−1′�′ + �. (4)

3. Standard Estimation and Testing Approach

Given a random sample of size N from the above model, estimation generally proceeds
using a multistage procedure. First, the tetrachoric/polychoric correlations ρ are consistently
estimated along with their asymptotic covariance matrix 
ρρ . Then the model parameters θ (i.e.,
the mathematically independent parameters in �,B,�, and �) are estimated by minimizing

F = (̂
ρ − ρ(θ)

)′Ŵ
(̂
ρ − ρ(θ)

)
, (5)

where ρ(θ) denotes the restrictions imposed on the p∗ = p(p − 1)/2 correlations by the q pa-

rameter vector θ , and Ŵ
p→ W, a positive definite matrix. Some obvious choices of Ŵ in (5)

are Ŵ = 
̂
−1
ρρ (WLS) (Muthén, 1978), Ŵ = (diag(
̂ρρ))−1 (diagonally weighted least squares

(DWLS)) (Jöreskog & Sörbom, 1984; Gunsjö, 1994; Muthén, du Toit, & Spisic, 1997), and
Ŵ = I (unweighted least squares (ULS)) (Muthén, 1993).

This is the standard approach to estimate these models in such popular programs as LISREL
(Jöreskog & Sörbom, 2001), Mplus (Muthén & Muthén, 2001), and EQS (Bentler, 1995). The
estimation of the polychoric correlations is the same in LISREL and Mplus, although their es-
timated asymptotic covariance matrices are only equivalent asymptotically (Muthén & Satorra,
1995). In LISREL, the asymptotic covariance matrix is estimated as in Jöreskog (1994), whereas
in Mplus it is estimated as in Muthén (1984). In EQS, the polychorics and their asymptotic co-
variance matrix are estimated as in Lee, Poon, and Bentler (1995). Throughout this paper we
assume that the polychoric correlations and their asymptotic covariance matrix have been con-
sistently estimated and that

√
N(ρ̂ − ρ)

d→ N(0,
ρρ). (6)

All procedures discussed above satisfy these conditions.
Let H = (�′W�)−1�′W, where � = ∂ρ(θ)/∂θ ′ a full column rank matrix so that the model

is (locally) identified. From the consistency and asymptotic normality of the polychoric estimates
and from standard results for weighted least squares estimators (e.g., Browne, 1984; Satorra,
1989; Satorra & Bentler, 1994) the estimator θ̂ obtained by minimizing 5) is consistent and

√
N

(
θ̂ − θ

) d→ N(0,H
ρρH′). (7)

In particular, when W = 
−1
ρρ , (7) simplifies to

√
N(θ̂ − θ)

d→ N(0, (�′
−1
ρρ �)−1), and we ob-

tain an estimator that asymptotically has minimum variance among the class of estimators (5).

Letting r = p∗ − q , in this special case, T = NF̂
d→ χ2

r . In the general case, T is a mixture
of one degree of freedom independent chi-square variates and a goodness of fit test can be ob-
tained by matching its moments with those of a chi-square variable (Satorra & Bentler, 1994;
Muthén, 1993).

Alternatively, following Browne (1984) another goodness of fit test of the model uses a
quadratic form in the residual polychoric correlations. Let

TB = N
(̂
ρ − ρ(θ̂)

)′Ĉ
(̂
ρ − ρ(θ̂)

)
, (8)
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where C = �c(�
′
c
ρρ�c)

−1�′
c , and �c, a p∗ × (p∗ − q) matrix, is an orthogonal complement

to �, such that �′
c� = 0. Then, TB

d→ χ2
r . In practice, it is well known that the residual-based

statistic converges very slowly to its asymptotic distribution. An asymptotically equivalent test
statistic can be obtained following Yuan and Bentler (1997) as

TYB = TB

1 + NTB/(N − 1)2
. (9)

The results of Yuan and Bentler suggest that TYB may have a better small sample performance
than TB .

4. Polychoric Instrumental Variable (PIV) Estimator

In this section we develop the PIV estimator that builds on the approach taken in Bollen
(1996a). However, one difference is that the estimator is based on the polychoric correlation
matrix rather than the raw continuous data. Another difference is that we provide a method to es-
timate the variance and covariance model parameters and their standard errors. A final difference
is that we also provide test statistics to assess the overall fit of the model.

To set the scale of the latent variables, we let

y∗
1 = η + ε1, (10)

that is, we scale the latent variables using the m × 1 vector y∗
1. Also, we partition ε and the

matrices � and � according to the partitioning of y∗ = (y∗
1

y∗
2

)
. Thus, we write

y∗
2 = �2η + ε2. (11)

Now, from (10) we can write

η = y∗
1 − ε1. (12)

Inserting (2) into (10) and using (12) we have

y∗
1 = η + ε1 = Bη + ζ + ε1 = B(y∗

1 − ε1) + ζ + ε1 = By∗
1 + (I − B)ε1 + ζ . (13)

Also, we can insert (12) into (11) to obtain

y∗
2 = �2η + ε2 = �2(y∗

1 − ε1) + ε2 = �2y∗
1 − �2ε1 + ε2. (14)

Thus, we can write the latent variable and measurement models (1) and (2) as

(
y∗

1
y∗

2

)
=

(
B
�2

)
y∗

1 +
(

(I − B) 0 I
−�2 I 0

)⎛
⎝ε1

ε2
ζ

⎞
⎠ , (15)

y∗ = θ1y∗
1 + u, (16)

where θ1 contains all coefficients and u is a composite disturbance. The resulting equation cor-
responds to that in Bollen (1996a) with the exception that in the previous paper the y∗ variables
are observed. However, here we can consistently estimate the polychoric correlation matrix and
its asymptotic covariance matrix. We can use these to estimate the model parameters. Estimation
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of the parameter vector θ = (θ ′
1, θ

′
2)

′ proceeds in two stages. In the first stage, θ1 is estimated.
These are the mathematically independent parameters in �2 and B; that is, the coefficient pa-
rameters. In a second stage, θ2 is estimated given the first-stage estimates θ̂1. θ2 consists of
the mathematically independent parameters in � and �; that is, variance and covariance model
parameters.

4.1. Polychoric Instrumental Variable (PIV) Estimator of Regression Model Parameters

Consider a single equation j from (15):

y∗
j = z′

j θ
(j)

1 + uj , (17)

where θ
(j)

1 is the q
(j)

1 × 1 column vector formed from the nonzero coefficients in the j th row

of θ1. The z′
j is a 1 × q

(j)

1 vector of latent response variables from y∗
1 that have nonzero co-

efficients in the j th equation and uj is the scalar composite disturbance for the j th equation
of (16).

Let COV(zj , z′
j ) = Pzz and COV(zj ,y

∗
j ) = Pzy∗ . Estimation of θ

(j)

1 with the ordinary least
squares (OLS) estimator leads to

θ̂
(j)

1 = P̂−1
zz P̂zy∗ (18)

(see Bollen, 1989, pp. 161–162). However, this is an inconsistent estimator as the composite
disturbance, uj , correlates with variables in zj . We make use of IVs to “purge” the explanatory
variables of that part which is correlated with the disturbances. The intuitive idea behind IVs
is to construct predicted versions of the original explanatory variables that unlike the original
explanatory variables are uncorrelated with the disturbances. To do this, the predicted versions
of the explanatory variables are linear combinations of the IVs for that equation, where the IVs
are uncorrelated with the disturbances.

In an identified model there will be a subset of the y∗ variables that qualify as IVs.1 Define
vj to be the IVs that correspond to zj . Instrumental Variables are y∗ variables that meet three
conditions:

(1) vj must correlate with zj (COV(zj ,v′
j ) �= 0);

(2) vj must not correlate with uj (COV(uj ,v′
j ) = 0); and

(3) there must be at least as many variables in vj as there are in zj .

The potential pool of IVs is a subset of all y∗ variables in a model. The structure of the model
implies that some of these y∗ variables satisfy conditions (1) and (2) and others do not. Those
that do are the model implied instrumental variables (Bollen, 1996a, 2001).

Condition (1) is easy to check by using the sample correlations of the IVs or by regressing
the variables in zj on those in vj and checking for nonzero R2s. In addition, these R2s should
not be too low (not less than, say, 0.10). Condition (3) is just a counting rule that is tied to the
identification of the parameters in an equation. If there are fewer IVs than variables in zj that
correlate with uj , then the equation is underidentified in the absence of other restrictions on
the coefficients. If there are exactly the same number, the equation meets a necessary condition

1We have not come across any situations where an identified model does not have IVs. In the context of simultaneous
equation models without latent variables where all equation disturbances are allowed to correlate, the rank condition of
identification used for such models ensures sufficient number of IVs (Bowden & Turkington, 1984, p. 129). However, it
might be possible to construct a more general example where there are constraints on variance or covariance parameters
that enable model identification, but that do not permit a sufficient number of IVs to estimate coefficients. If so, we expect
this to rarely occur in practice.
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for exact identification of its unconstrained coefficients. More IVs than variables in zj leads to
overidentification.

Condition (2), that the IVs are uncorrelated with uj , is the most problematic condition. The
disturbance term is a composite disturbance that is some function of the measurement errors or
the latent variable disturbances. We must choose as IVs those y∗ variables that do not correlate
with the elements of the composite disturbance term for the j th equation.2 A variable that is
neither directly nor indirectly influenced by any elements in the composite disturbance of the
equation (i.e., uj ) is a potential IV. Researchers can determine this for each equation via the
equations of the model or the path diagram. It is possible to automate the selection of model-
implied IVs and Bollen and Bauer (2004) provide an algorithm and an SAS macro to do so. We
will illustrate the selection of IVs in the empirical example.

The IVs will often differ from one equation to the next rather than being the same set for all
equations. Hence the use of j to distinguish the IVs for the j th equation from those of the others.
Define COV(vj , z′

j ) = Pvz,COV(vj ,v′
j ) = Pvv, and COV(y∗

j ,vj ) = Py∗v . We can represent the
2SLS as an IV estimator (see, e.g., Bowden & Turkington, 1984) that in our notation is

θ
(j)

1 = (
P′

vzP−1
vv Pvz

)−1P′
vzP−1

vv Pvy∗ . (19)

With P̂zv , P̂−1
vv , and P̂vy∗ consistent estimators of Pzv , P−1

vv , and Pvy∗ , respectively, the PIV esti-

mator, θ̂
(j)

1 , is

θ̂
(j)

1 = (
P̂′

vzP̂−1
vv P̂zv

)−1P̂′
vzP̂−1

vv P̂vy∗ . (20)

To establish the consistency of the PIV estimator, θ̂
(j)

1 , note that

Pvy∗ = COV
(
vj ,z′

j θ
(j)

1 + uj

)
= COV

(
vj ,z′

j θ
(j)

1

) + COV(vj ,uj )

= Pvzθ
(j)

1 , (21)

where the last line follows from the IVs being uncorrelated with uj . Using this result and equa-
tion (19) we have:

(
P′

vzP−1
vv Pvz

)−1P′
vzP−1

vv Pvy∗ = (
P′

vzP−1
vv Pvz

)−1P′
vzP−1

vv Pvzθ
(j)

1

= θ
(j)

1 (22)

and

plim
(
θ̂

(j)

1

) = plim
[(

P̂′
vzP̂−1

vv P̂zv

)−1P̂′
vzP̂−1

vv P̂vy∗
]

= (
P′

vzP−1
vv Pvz

)−1P′
vzP−1

vv Pvy∗

= θ
(j)

1 . (23)

Thus, θ̂
(j)

1 is a consistent estimator of θ
(j)

1 .

2A simple illustration of variables that can always serve as IVs are exogenous observed variables. These are observed
variables that have no measurement error and that are predetermined in the model (i.e., no other variables influence them).
For instance, gender or race are often exogenous variables in social and behavioral science research. Exogenous variables
are uncorrelated with all disturbances in a model so they will qualify as IVs in all equations. We discuss exogenous
observed variables in the conclusion.
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4.1.1. Asymptotic Standard Errors of PIV Regression Parameter Estimates
Collecting all p – m equations (23) we can write

θ̂1 = γ (̂ρ). (24)

The asymptotic distribution of θ̂1 = γ (̂ρ) then is obtained via a first-order expansion, θ̂1
a= θ1 +

(∂γ (ρ)/∂ρ′)(ρ̂ − ρ). Now, letting K = ∂γ (ρ)/∂ρ ′, we can write

√
N

(
θ̂1 − θ1

) a= K
√

N(ρ̂ − ρ). (25)

From (6) and (25) we obtain
√

N(θ̂1 − θ1)
d→ N(0,K
ρρK′). Thus, standard errors for θ̂1

are obtained using

̂Acov
(
θ̂1

) = 1

N
K̂
̂ρρK̂′, (26)

and we consistently estimate K by evaluating it at the sample polychoric correlations.

4.2. Estimation of PIV Variance and Covariance Model Parameters

To estimate θ2 given θ̂1 we shall simply minimize

F2 = (̂
ρ − ρ

(
θ2, θ̂1

))′(̂
ρ − ρ

(
θ2, θ̂1

))
. (27)

Let �2 = ∂ρ(θ2, θ̂1)/∂θ ′
2 and H2 = (�′

2�2)
−1�′

2. From standard results

√
N

(
θ̂2 − θ2

) a= H2
√

N
(̂
ρ − ρ

(
θ2, θ̂1

))
. (28)

Now, the asymptotic distribution of
√

N(̂ρ − ρ(θ2, θ̂1)) is obtainable as follows: Let �1 =
∂ρ(θ1)/∂θ ′

1. We have ρ(θ2, θ̂1)
a= ρ + (∂ρ(θ1)/∂θ ′

1) (θ̂1 − θ1). Thus, from (25), ρ(θ2, θ̂1) −
ρ

a= �1K
√

N(ρ̂ − ρ). Also, ρ̂−ρ(θ2, θ̂1) = [ρ̂ − ρ] − [ρ(θ2, θ̂1) − ρ]. Therefore,

√
N

(̂
ρ − ρ

(
θ2, θ̂1

)) a= (I − �1K)
√

N(ρ̂ − ρ), (29)

and from (6) we obtain the desired result:

√
N

(̂
ρ − ρ

(
θ2, θ̂1

)) d→ N
(
0, (I − �1K)
̂ρρ(I − �1K)′

)
. (30)

4.2.1. Asymptotic Standard Errors of PIV Variance and Covariance Parameter Estimates
From (6), (28), and (29),

√
N

(
θ̂2−θ2

) d→ N
(
0,H2(I − �1K)
ρρ(I − �1K)′H′

2

)
.

Thus, standard errors for θ̂2 can be obtained using

̂Acov
(
θ̂2

) = 1

N
Ĥ2(I − �̂1K̂)
̂ρρ(I − �̂1K̂)′Ĥ′

2, (31)

where H2, �1, and K are evaluated at θ̂ .
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4.3. Goodness of Fit Tests

The above procedure yields consistent estimates θ̂ = (θ̂ ′
1, θ̂

′
2)

′. The consistency of θ̂1 was

described above, whereas the consistency of θ̂2 follows from the consistency of the residual
vector

√
N(̂ρ − ρ(θ2, θ̂1)) and standard results for minimum distance estimators.

Since the estimator is consistent, to assess the goodness of fit of the restrictions imposed by
the model on the matrix of polychoric correlations we can simply use the statistics TB and TYB

given in (8) and (9). In this paper we consistently estimate 
ρρ as in Jöreskog (1994).
Alternatively, we can assess the overall goodness of fit of the model by matching the asymp-

totic moments of a test statistic with those of a chi-square distribution (see Satorra & Bentler,
1994; Cai, Maydeu-Olivares, Coffman, & Thissen, 2006). Let ê = ρ̂ − ρ(θ̂), and consider the
statistic

T = ê′ê. (32)

This statistic is the ULS fit function, evaluated at the PIV parameter estimates. Now, let � =
∂ρ(θ)/∂θ ′ and G =

(
K

I−�1K

)
. We have ρ(θ̂)

a= ρ + (∂ρ(θ)/∂θ ′)(θ̂ − θ), and since ê = [ρ̂ −
ρ] − [ρ(θ̂)−ρ], ê a= (I − �G)(ρ̂ − ρ). Finally, let

M = (I − �G)�ρρ′(I − �G)′. (33)

The first two asymptotic moments of T are Tr(M) and 2 Tr(M2).
The mean corrected scaled statistic is therefore Ts = T/(Tr(M)/r) which is referred to a

chi-square distribution with r degrees of freedom. The mean and variance adjusted statistic is
Ta = T/(Tr(M2)/r), which is referred to a chi-square distribution with d = Tr(M)2/(Tr(M2)/r)

degrees of freedom.3

5. Empirical Example: PIV vs. ULS Estimation of the Lot Data

We mentioned the Life Orientation Test (LOT) in the Introduction to motivate this paper.
The LOT consists of eight items that measure optimism and pessimism where each item consists
of a five-category ordinal variable. Chang, D’Zurilla, and Maydeu-Olivares (1994) fitted a confir-
matory two-factor model to this questionnaire: P(θ) = ���′ + �, where � = I − diag(���′)
is a diagonal matrix,

�′ =
(

1 λ21 λ31 λ41 0 0 0 0
0 0 0 0 1 λ62 λ72 λ82

)
and � =

(
ψ11 ψ21
ψ21 ψ22

)
.

The clusters correspond to the positively and to the negatively worded items of the questionnaire,
respectively. That is, the factors measure optimism and pessimism, respectively.

Chang et al. (1994) used WLS and found that this model reproduced well the polychoric
matrix. Their data (389 observations) are reanalyzed here using the ULS and the PIV estimators.

This confirmatory factor analysis is overidentified and for all of the equations there are more
than enough model-implied IVs to estimate the factor loadings. To illustrate the selection of

3Although we do not consider it further, another model test statistic that could be used is the vanishing tetrad test for
polychoric correlations (Hipp & Bollen, 2003).
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model-implied IVs, consider the equations for the model,

y∗
1 = η1 + ε1, y∗

5 = η2 + ε5, (34)

y∗
2 = λ21η1 + ε2, y∗

6 = λ62η2 + ε6, (35)

y∗
3 = λ31η1 + ε3, y∗

7 = λ72η2 + ε7, (36)

y∗
4 = λ41η1 + ε4, y∗

8 = λ82η2 + ε8. (37)

From (34) we have η1 = y∗
1 − ε1. Substituting this into the y∗

2 equation leads to

y∗
2 = λ21y

∗
1 − λ21ε1 + ε2. (38)

To estimate λ21 we need IVs for y∗
1 . The IVs must correlate with y∗

1 and be uncorrelated with
−λ21ε1 + ε2. Given that � is diagonal (all εs are uncorrelated), y∗

3 to y∗
8 are uncorrelated with

ε1and ε2, and hence all these variables meet one condition of being an IV. We also want indicators
that correlate with y∗

1 . A correlation between η1 and η2 implies that y∗
3 to y∗

8 correlate with y∗
1 .

Thus, all of these indicators (y∗
3 to y∗

8 ) are model-implied IVs for y∗
1 . Bollen et al.’s (2007)

results suggest that in small- to moderate-sized samples the IV estimator is relatively unbiased
when using pi + 1 or pi + 2 IVs for each equation, where pi denotes the number of z variables
for each equation. Those model-implied IVs that are most strongly related to the scaling indicator
that they will predict are usually the best IVs to use when choosing a subset of eligible ones. In
a valid model any subset of the model-implied IVs will result in a consistent estimator of the
factor loading even though in a given sample the estimates will differ depending on the subset of
IVs chosen due to sampling fluctuations. In the following table we list the IVs we used in each
equation:

y z IV

2 1 3, 4
3 1 2, 4
4 1 2, 3
6 5 7, 8
7 5 6, 8
8 5 6, 7

Table 1 shows that compared to the ULS estimator, we obtained similar goodness of fit
results when employing the PIV estimator. This is particularly true in the case of the TB and TYB

statistics. Table 2 contains the parameter estimates and standard errors using the IV estimator
and for comparison using ULS. As can be seen in this table, very similar parameter estimates
and standard errors are obtained with both estimators.

TABLE 1.
Goodness of fit tests for the LOT data.

PIV ULS

Stat. Value df p Value df p

TB 25.30 19 0.15 25.01 19 0.16
TYB 23.75 19 0.21 23.49 19 0.21
Ts 23.56 19 0.21 24.6 19 0.17
Ta 12.20 9.83 0.26 14.66 11.33 0.22
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TABLE 2.
Parameter estimates and standard errors for the LOT data.

PIV estimation ULS estimation

Par. Est. SE Est. SE

λ21 1.23 0.11 1.25 0.13
λ31 1.05 0.10 1.15 0.13
λ41 0.63 0.10 0.69 0.11
λ62 1.32 0.12 1.38 0.14
λ72 1.32 0.11 1.32 0.13
λ82 1.07 0.11 1.18 0.13
ψ11 0.46 0.06 0.42 0.07
ψ21 −0.24 0.04 −0.22 0.04
ψ22 0.43 0.07 0.40 0.07

Notes: N = 389.

6. Simulation

In this section we investigate the finite sample behavior of the PIV parameter estimates,
standard errors, and goodness of fit tests by means of a small simulation study with correctly
and incorrectly specified models. We use a standard multivariate normal (MVN) density with
p = 8 variables where each variable is categorized into K = 2 categories using the thresholds
τi = 0. The following correlation structure was used: P(θ) = �(I − B)−1�(I − B)−1′�′ + �.
The parameters for the correct specification were

�′ =
(

1 λ21 λ31 λ41 0 0 0 λ81
0 0 0 λ42 1 λ62 λ72 λ82

)
,

B =
(

0 0
β21 0

)
, � =

(
ψ11 0

0 ψ22

)
, and � = I − diag

(
�(I − B)−1�(I − B)−1′�′).

The second column of Table 3 contains the true parameter values.
We fitted two models to the simulated data: a correctly specified model, and a misspecified

model where λ42 = λ81 = 0. We pitted the performance of the PIV estimator against the ULS
estimator as it is a natural system-wide counterpart of the PIV estimator, since both estimators
are based on unweighted/ordinary least squares.

6.1. Correctly Specified Model

The estimated parameter estimates and asymptotic standard errors for the PIV estimator and
the system-wide ULS estimator are reported in Table 3 for the correctly specified models for an
N of 200, 1000, and 5000.

The results shown in Table 3 reveal that there is little to choose from between these two
estimators in this correctly specified model. However, the PIV estimates have slightly less bias
than the ULS for N = 200. Both PIV and ULS estimators are essentially unbiased in the larger
sample sizes. The standard errors for ULS are slightly more accurate than for PIV.

To shed some light onto whether PIV is more accurate than ULS in very small samples,
we considered the case N = 50. Also, we pitted the PIV estimator against the DWLS estimator.
Table 6.1 summarizes the results. In this table we provide the median absolute parameter bias as
well as the median absolute standard error bias for each of the conditions. Here, we define pa-
rameter and standard error bias as (x̄

θ̂
− θ0)/θ0 and (x̄

SE(θ̂)
− sd

θ̂
)/sd

θ̂
, respectively. Consistent
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TABLE 4.
Simulation results for the correctly specified model: Median absolute bias for parameter
estimates and standard errors.

Converged Est. SEs
Estimator N replications

PIV 50 945 .036 .066
200 993 .0060 .025

1000 1000 .0038 .025
5000 1000 .0008 .014

ULS 50 940 .056 .092
200 991 .010 .021

1000 1000 .0012 .018
5000 1000 .0015 .011

DWLS 50 938 .045 .10
200 993 .010 .024

1000 1000 .0016 .013
5000 1000 .0010 .0065

with previous comparisons between DWLS and ULS (Maydeu-Olivares, 2001), Table 4 shows
that the differences between these estimators are small. The differences between these estimators
and the PIV estimator are also small. It is worth mentioning, however, that the PIV estimator
minimally outperforms the other estimators in number of convergent replications and parameter
estimation accuracy in small samples (N ≤ 200).

The small sample behavior of the goodness of fit test statistics is reported in Table 5. The
mean and variance of the tests statistics under consideration, as well as empirical rejection rates
in the critical region 1% to 20%, are provided in this table. For N = 200, rejection rates using
the Ts and Ta tend to be closest to the expected rejection rates for PIV and ULS. Indeed, for the
ULS estimator, the mean and variance adjusted statistic Ta provides a fairly accurate test of the
model for N = 200. In the largest samples, TB and TYB tend to be the most accurate for PIV and
ULS.

For comparison, we also investigated the performance of moment corrections to the
weighted statistic

T = ê′(diag
(

̂ρρ

))−1ê.

This statistic is the DWLS fit function, evaluated at the PIV parameter estimates. With this sta-
tistic instead of (32), M in equation (33) becomes

M = (
diag

(

̂ρρ

))−1
(I − �G)
̂ρρ′(I − �G)′.

The behavior of the moment corrections to this weighted statistic is very similar to the behavior
of the unweighted statistic reported in Table 5.

6.2. Incorrectly Specified Model

Previous literature suggests that 2SLS/IV is more robust to specification error than are
system-wide estimators (e.g., Cragg, 1968; Bollen et al., 2007). Bollen (2001) gives conditions
for his 2SLS/IV estimator to be robust to structural misspecifications. Adapting these to our
notation, they are as follows:

Suppose that for the j th equation in the correctly specified model, the model-implied IVs are

in vj . The 2SLS/IV estimator of the coefficients in θ̂
(j)

1 is robust for any structural misspecifica-
tions in other equations under two conditions:
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TABLE 5.
Simulation results for the correctly specified model: Goodness of fit tests of the structural restrictions.

Rejection rates

Estimator N Stat. Mean Variance 1% 5% 10% 20%

PIV 200 TB 18.5 40.3 1.5 9.1 16.4 28.9
TYB 16.8 27.5 0.3 2.5 7.6 17.7
Ts 15.7 61.9 3.1 8.3 12.5 18.2
Ta 6.7 14.2 0.7 2.9 6.2 13.9

1000 TB 17.2 33.7 1.2 4.7 10.3 21.1
TYB 16.9 31.2 1.0 4.1 8.6 20.0
Ts 16.6 71.2 4.2 9.5 13.9 21.4
Ta 7.6 17.7 1.5 4.5 8.3 16.4

5000 TB 17.0 35.5 1.2 5.0 10.9 20.5
TYB 16.93 34.97 1.1 4.9 10.4 20.0
Ts 16.95 77.3 5.2 10.6 14.2 22.3
Ta 7.7 16.9 2 5.6 9.8 16.9

ULS 200 TB 18.8 41.4 1.6 9.6 18.7 30.5
TYB 17.0 28.1 0.4 2.7 7.9 20.0
Ts 17.2 46.2 3.0 7.2 12.7 22.7
Ta 11.7 21.6 0.9 4.6 9.2 19.5

1000 TB 17.2 34.1 1.2 5.0 10.2 21.1
TYB 16.9 31.6 0.9 4.3 8.8 20.0
Ts 16.9 42.9 2.4 6.6 12.0 20.7
Ta 12.4 23.19 0.9 4.5 8.9 18.7

5000 TB 17.0 35.6 1.1 5.2 10.7 20.6
TYB 17.0 35.1 1 4.9 10.2 20.1
Ts 17.1 47.1 2.7 7.2 13.0 23.0
Ta 12.7 26.1 1 5.5 10.4 20.7

Notes: 17 df. 1000 replications per condition. All replications converged except for N = 200, where 993
replications converged for PIV and 991 for ULS.

(1) the equation being estimated is correctly specified; and
(2) the misspecifications in the other equations do not alter the variables in vj .

These same robustness conditions will hold for the PIV estimator of the coefficients. They ap-
ply to coefficients (θ1) and not necessarily to variance and covariance parameters (θ2). Indeed
our estimator of the variances and covariances in θ2 utilizes a system-wide estimator that is
conditional on the values in θ̂1. Since at least some parameters in θ̂1 will be biased in an in-
correct model, θ̂2 need not be robust to structural misspecifications. In system-wide estimators
like ULS, robustness conditions are not known but simulation evidence for system-wide estima-
tors suggests that it is more prone to spread structural misspecifications to both coefficients and
variance/covariance parameters.

We return to our simulation data to illustrate these properties. We used the same simulated
data as before but estimate a misspecified model where λ42 = λ81 = 0. The parameter estimates
and asymptotic standard errors for the PIV estimator and the system-wide ULS estimator are
reported in Table 6. This model meets the conditions for robustness to misspecification set forth
in Bollen (2001).

The above robustness conditions predict that the PIV estimator of coefficients will be robust
for the β21 coefficient that links the two latent variables, and for all factor loadings except in
the two structurally misspecified equations for y4 and y8. In fact, it is, and the PIV estimates for
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TABLE 7.
Simulation results for the incorrectly specified model: Median absolute bias for parameter
estimates and standard errors.

Converged
Estimator N replications Est. SEs

PIV 200 969 .013 .017
1000 976 .0057 .018
5000 953 .0022 .020

ULS 200 955 .21 .035
1000 968 .22 .064
5000 951 .22 .052

these correct equations are identical in the correct and incorrect models. In contrast in the mis-
specified model, the system-wide ULS estimator spreads bias from the omitted cross-loadings.
In this model the bias in the factor loadings for the correctly specified equations are not large,
leading to a slightly higher value than the population parameter (estimate of 0.82 or 0.83 for
0.80 parameter). But the β21 estimate shifts from 0.30 in the correct model to 0.57 or 0.58 in
the misspecified one, a nearly 100% bias and enough to change our assessment of the relation
between these latent variables. In addition, the factor loadings for the indicator equations with
omitted cross-loadings exhibit more bias in ULS than they do for the PIV estimates. For exam-
ple, for N = 1000 the mean of the ULS estimator of λ41 is 1.30 compared to the mean of 0.92
for PIV where the true parameter value is 0.80. For this structurally misspecified equation, both
are biased as expected, but the bias in ULS is far greater than for PIV.

Table 7 provides a summary of the bias for the incorrectly specified model by giving the
median absolute bias for the parameter estimates and standard errors. Across all sample sizes
and for estimates and standard errors, the bias is consistently greater for the ULS estimator than
for the PIV. Concealed by this table but revealed in Table 6 is that the bias in the PIV estimator is
confined to the structurally misspecified equations and the variance estimates. The remaining fac-
tor loadings are essentially unbiased and robust to the structural misspecification. With the ULS
estimator the bias spreads across all parameters, even those from correctly specified equations.

7. Discussion and Conclusion

In this paper we developed the PIV estimator for SEMs when one or more endogenous
observed variables are dichotomous or ordinal. Unlike the system-wide estimators such as poly-
choric ULS, WLS, or DWLS, the PIV estimator is an equation-by-equation estimator of the coef-
ficient parameters. The variance and covariance parameters in the model are estimated given the
PIV coefficient parameter estimates. Furthermore, we provide methods to estimate the asymp-
totic standard errors of all estimated parameters and developed chi-square tests of the models
overidentification restrictions. The PIV estimator of the model parameters and their asymptotic
standard errors performed well in our empirical example and simulation. The TYB and TB chi-
square test performs reasonably well in moderate-sized samples, but were less accurate in smaller
samples.

Our presentation concentrated on SEMs without exogenous observed covariates. For ease
of exposition, the present account has focused on correlation structure models where all the
observed variables are categorical. However, the PIV procedure described here (η = Bη + ζ )
can be generalized to η = Bη + �x + ζ where x consists of observed exogenous covariates
along the lines of Bollen (2002). In this latter model, the assumption of underlying multivariate
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normality is replaced by an assumption of underlying continuous variables conditional on the
set of exogenous variables (see, e.g., Muthén, 1984). Also, we can treat structural models with
restrictions on the mean vector, covariance matrix, and (probit) regression slopes. For further
details of this general model, see Muthén (1984), Browne and Arminger (1995), and Küsters
(1987). For details on how mean and covariance structures can be estimated with IV estimators,
see Bollen (1996a).

It is interesting to contrast the properties of the PIV estimator for categorical endogenous
variables compared to those of the 2SLS/IV estimator of Bollen (1996a) from which it builds.
It is worth noting that the approach to estimating variances and covariances and the chi-square
tests of overall model fit that we developed for the PIV estimator could be modified to apply to
Bollen’s (1996a) 2SLS/IV estimator for continuous variables. The 2SLS/IV estimator for con-
tinuous variables is robust to excess kurtosis in the observed variables in that the consistency of
the parameter estimator and the accuracy of the asymptotic standard errors still hold. In contrast,
the usual polychoric correlation estimator is consistent when each pair of variables comes from a
bivariate normal distribution. Nonnormality of the underlying variables can undermine the con-
sistency of the PIV estimator or of the standard WLS or DWLS estimators. Work by Quiroga
(1992), Flora (2002), Flora and Curran (2004), and Maydeu-Olivares (2006) suggests that the
polychoric matrix is robust to some forms of nonnormality, but this is an area that requires fur-
ther research. If alternative distributional assumptions are made for y∗, a new estimator of the
correlation matrix for these variables is possible and these could be subject to PIV estimation.
But if the estimator of the polychoric correlation matrix is not a consistent estimator, then the
PIV estimator, like the ULS, DWLS, and WLS estimators, need not be consistent.

Another area of robustness, besides distributional robustness, is the robustness to structural
misspecifications in a model. Structural misspecifications refer to the use of the wrong structure
in an SEM such as omitted paths, omitted correlated disturbances, or the wrong dimensional-
ity of measures. In a previous section we noted that the structural misspecification robustness
conditions given in Bollen (2001) carry over to the PIV estimator of the regression parame-
ters. However, the same robustness does not carry over for θ̂2 since its consistency depends on

the consistency of all regression parameters. Though many of the PIV estimators of θ̂
(i)

1 could be
consistent under a structural misspecification, at least some, particularly in the misspecified equa-
tion, will not be. Similar conditions for robustness to structural misspecification are not known
for the system-wide estimators such as polychoric ULS, WLS, or DWLS, but based on experi-
ence with continuous variables (Cragg, 1968; Bollen et al., 2007) these system-wide estimators
are likely to be less robust than the PIV estimator for regression and factor loading parameters.
When structural misspecifications of a model are suspected, we recommend the PIV estimator as
the parameter estimator for the factor loadings and regression coefficients since they are likely to
be closer to their parameter values than are those for system-wide estimators.

We end with a cautionary note. The properties that we have established for the PIV estimator
are asymptotic. Other analytical and simulation work will need to examine when and under
what conditions these asymptotic properties take hold. But the simplicity of the estimator and its
greater robustness of regression parameter estimates to structural specification errors suggest that
the PIV should be further examined. In addition, its finite sample behavior should be compared
to the more common system-wide estimators that are in use.

References

Bentler, P.M. (1995). EQS structural equations program manual. Encino, CA: Multivariate Software.
Bollen, K.A. (1989). Structural equations with latent variables. New York: Wiley.
Bollen, K.A. (1996a). An alternative Two Stage Least Squares (2SLS) estimator for latent variable equations. Psychome-

trika, 61, 109–121.



KENNETH A. BOLLEN AND ALBERT MAYDEU-OLIVARES 325

Bollen, K.A. (1996b). A limited information estimator for LISREL models with and without heteroscedasticity. In G.A.
Marcoulides, & R.E. Schumacker (Eds.), Advanced structural equation modeling (pp. 227–241). Mahwah, NJ: Erl-
baum.

Bollen, K.A. (2001). Two-stage least squares and latent variable models: Simultaneous estimation and robustness to
misspecifications. In R. Cudeck, S. Du Toit, & D. Sörbom (Eds.), Structural equation modeling: Present and future
(pp. 119–138). Lincolnwood, IL: Scientific Software.

Bollen, K.A. (2002). Polychoric two-stage least squares (P2SLS) in structural equation models with categorical vari-
ables. Unpublished manuscript. University of North Carolina at Chapel Hill.

Bollen, K.A., & Bauer, D.J. (2004). Automating the selection of model-implied instrumental variables. Sociological
Methods and Research, 32, 425–452.

Bollen, K.A., Kirby, J.B., Curran, P.J., Paxton, P.M., & Chen, F. (2007). Latent variable models under misspecification:
Two Stage Least Squares (2SLS) and Maximum Likelihood (ML) estimators. Sociological Methods and Research,
in press.

Bowden, R.J., & Turkington, D.A. (1984). Instrumental variables. Cambridge: Cambridge University Press.
Browne, M.W. (1984). Asymptotically distribution free methods for the analysis of covariance structures. British Journal

of Mathematical and Statistical Psychology, 37, 62–83.
Browne, M.W., & Arminger, G. (1995). Specification and estimation of mean and covariance structure models. In

G. Arminger, C.C. Clogg, & M.E. Sobel (Eds.), Handbook of statistical modeling for the social and behavioral
sciences (pp. 185–249). New York: Plenum.

Cai, L., Maydeu-Olivares, A., Coffman, D.L., & Thissen, D. (2006). Limited information goodness of fit testing of
item response theory models for sparse 2p tables. British Journal of Mathematical and Statistical Psychology, 59,
173–194.

Chang, E.C., D’Zurilla, T.J., & Maydeu-Olivares, A. (1994). Assessing the dimensionality of optimism and pessimism
using a multimeasure approach. Cognitive Therapy and Research, 18, 143–160.

Cragg, J.G. (1968). Some effects of incorrect specification on the small sample properties of several simultaneous equa-
tion estimators. International Economic Review, 9, 63–86.

Flora, D.B. (2002). Evaluation of categorical variable methodology for confirmatory factor analysis with Likert-type
data. Unpublished Dissertation: University of North Carolina at Chapel Hill.

Flora, D.B., & Curran, P.J. (2004). An empirical evaluation of alternative methods of estimation for confirmatory factor
analysis with ordinal data. Psychological Methods, 9, 466–491.

Gunsjö, A. (1994). Faktoranalys av ordinala variabler. Acta Universitas Upsaliensis. Studia Statistica Upsaliensia 2.
Stockholm: Almqvist & Wiksell.

Hägglund, G. (1982). Factor analysis by instrumental variables. Psychometrika, 47, 209–222.
Hipp, J., & Bollen, K.A. (2003). Model fit in structural equation models with censored, ordinal, and dichotomous vari-

ables: Testing vanishing tetrads. Sociological Methodology, 33, 267–305.
Jöreskog, K.G. (1973). A general method for estimating a linear structural equation. In A. Goldberger, & O. Duncan

(Eds.), Structural equation models in the social sciences. New York: Seminar Press.
Jöreskog, K.G. (1983). Factor analysis as an error-in-variables model. In H. Wainer, & S. Messick (Eds.), Principles of

modern psychological measurement (pp. 185–196). Hillsdale, NJ: Erlbaum.
Jöreskog, K.G. (1994). On the estimation of polychoric correlations and their asymptotic covariance matrix. Psychome-

trika, 59, 381–390.
Jöreskog, K.G., & Sörbom, D. (1984). LISREL VI: Analysis of linear structural relationships by maximum likelihood,

instrumental variables, and least squares methods. Mooresville, IN: Scientific Software.
Jöreskog, K.G., & Sörbom, D. (2001). LISREL 8. Chicago: Scientific Software.
Jöreskog, K.G., Sörbom, D., du Toit, S., & du Toit, M. (2001). LISREL 8: New statistical features. Chicago: Scientific

Software.
Küsters, U.L. (1987). Hierarchische Mittelwert- und Kovarianztrukturmodelle mit nichtmetrischen endogenen Variablen.

Heidelberg: Physica-Verlag.
Lee, S.Y., Poon, W.Y., & Bentler, P.M. (1995). A two-stage estimation of structural equation models with continuous and

polytomous variables. British Journal of Mathematical and Statistical Psychology, 48, 339–358.
Madansky, A. (1964). Instrumental variables in factor analysis. Psychometrika, 29, 105–113.
Maydeu-Olivares, A. (2001). Limited information estimation and testing of Thurstonian models for paired comparison

data under multiple judgment sampling. Psychometrika, 66, 209–228.
Maydeu-Olivares, A. (2006). Limited information estimation and testing of discretized multivariate normal structural

models. Psychometrika, 71, 57–77.
Muthén, B. (1978). Contributions to factor analysis of dichotomous variables. Psychometrika, 43, 551–560.
Muthén, B. (1984). A general structural equation model with dichotomous, ordered categorical, and continuous latent

variable indicators. Psychometrika, 49, 115–132.
Muthén, B. (1993). Goodness of fit with categorical and other nonnormal variables. In K.A. Bollen, & J.S. Long (Eds.),

Testing structural equation models (pp. 205–234). Newbury Park, CA: Sage.
Muthén, L., & Muthén, B. (2001). MPLUS. Los Angeles: Muthén & Muthén.
Muthén, B., & Satorra, A. (1995). Technical aspects of Muthén’s LISCOMP approach to estimation of latent variable

relations with a comprehensive measurement model. Psychometrika, 60, 489–503.
Muthén, B., du Toit, S.H.C., & Spisic, D. (1997). Robust inference using weighted least squares and quadratic estimating

equations in latent variable modeling with categorical and continuous outcomes. Unpublished manuscript. College
of Education, UCLA, Los Angeles, CA.



326 PSYCHOMETRIKA

Olsson, U. (1979). Maximum likelihood estimation of the polychoric correlation coefficient. Psychometrika, 44, 443–
460.

Poon, W.Y., & Lee, S.Y. (1987). Maximum-likelihood-estimation of multivariate polyserial and polychoric correlation-
coefficients. Psychometrika, 52, 409–430.

Quiroga, A.M. (1992). Studies of the polychoric correlation and other correlation measures for ordinal variables. PhD
Dissertation, Uppsala University, Department of Statistics.

Satorra, A. (1989). Alternative test criteria in covariance structure analysis: A unified approach. Psychometrika, 54,
131–151.

Satorra, A., & Bentler, P.M. (1994). Corrections to test statistics and standard errors in covariance structure analysis. In
A. von Eye, & C.C. Clogg (Eds.), Latent variable analysis: Applications to developmental research (pp. 399–419).
Thousand Oaks, CA: Sage.

Scheier, M.F., & Carver, C.S. (1985). Optimism, coping, and health: Assessment and implications of generalized outcome
expectancies. Health Psychology, 4, 219–247.

Yuan, K.H.B., & Bentler, P.M. (1997). Mean and covariance structure analysis: Theoretical and practical improvements.
Journal of the American Statistical Association, 92, 767–774.

Manuscript received 11 NOV 2002
Final version received 27 NOV 2006
Published Online Date: 19 JUN 2007


	A Polychoric Instrumental Variable (PIV) Estimator for Structural Equation Models with Categorical Variables
	Abstract
	Introduction
	Model and Assumptions
	Standard Estimation and Testing Approach
	Polychoric Instrumental Variable (PIV) Estimator
	Polychoric Instrumental Variable (PIV) Estimator of Regression Model Parameters
	Asymptotic Standard Errors of PIV Regression Parameter Estimates

	Estimation of PIV Variance and Covariance Model Parameters
	Asymptotic Standard Errors of PIV Variance and Covariance Parameter Estimates

	Goodness of Fit Tests

	Empirical Example: PIV vs. ULS Estimation of the Lot Data
	Simulation
	Correctly Specified Model
	Incorrectly Specified Model

	Discussion and Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


