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Linear factor analysis (FA) models can be reliably tested using test statistics based on residual covariances. We show that the same statistics can be used to reliably test the fit of item response theory (IRT) models for ordinal data (under some conditions). Hence, the fit of an FA model and of an IRT model to the same data set can now be compared. When applied to a binary data set, our experience suggests that IRT and FA models yield similar fits. However, when the data are polytomous ordinal, IRT models yield a better fit because they involve a higher number of parameters. But when fit is assessed using the root mean square error of approximation (RMSEA), similar fits are obtained again. We explain why. These test statistics have little power to distinguish between FA and IRT models; they are unable to detect that linear FA is misspecified when applied to ordinal data generated under an IRT model.
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The common factor model is used to relate linearly a set of observed variables to a smaller set of unobserved continuous variables, the common factors or latent traits. When the model holds, the latent traits are then used to explain the dependencies between the variables observed. However, the factor model is most often applied to response variables that are discrete, such as binary variables, or ratings scored using successive integers. Indeed, when applied to discrete data we know a priori that the factor model is always misspecified to some extent, because the predicted responses under this model can never be exact integers (McDonald, 1999).

Models do not have to be correct to be useful and over the years the factor model has repeatedly been used to model ratings yielding psychologically meaningful results (Waller,
Tellegen, McDonald, & Likken, 1996). However, it is preferable to use models that might be correct in the population rather than a model that is known up front to be false. As a result, when modeling rating data, in principle practitioners should use latent trait models that take into account the discrete ordinal nature of rating responses, rather than the factor analysis (FA) model. Latent trait models suitable for rating data, known as item response theory (IRT) models, have existed for 30 years now. A special IRT model for rating data is the ordinal factor analysis model,\(^1\) which relates a FA model to the observed ordinal data via a threshold relationship and estimation proceeds through the use of tetrachoric or polychoric correlations. For an overview of IRT models and methods, see Hulin, Drasgow, and Parsons (1983), Hambleton and Swaminathan (1985), Hambleton, Swaminathan, and Rogers (1991), van der Linden and Hambleton (1997), and Embretson and Reise (2000). For the relationship between IRT and ordinal FA see, for instance, Bartholomew and Knott (1999) or Bolt (2005).

Yet, if IRT models can be correct when applied to discrete ordinal data, whereas the FA model cannot, IRT models should fit the ordinal data better than FA models in applications. Also, if they yield a different fit, they might lead to different substantive conclusions. Do they? Do we need to rewrite some of our theories developed using the common factor model applied to ordinal data because a better fitting IRT model suggests a different substantive theory? These are undoubtedly interesting questions. However, to answer them we need a test statistic that can be used to pit the fit of an FA model to the fit of an IRT model to the same data set. In other words, we need a common measure of fit that can be used with both types of models.

In the next subsections we discuss how such fit comparison can be performed, but before we do that we first review how goodness-of-fit is assessed for IRT models and then for FA models. We conclude the introduction with a discussion of which IRT model should be compared in terms of data fit to the factor model, as there are many IRT models that could be used.

**GOODNESS OF FIT ASSESSMENT IN IRT**

In IRT one models the probabilities of all the response patterns that can be obtained given the variables being modeled. The standard test statistics for discrete data, Pearson’s $\chi^2$ statistic and the likelihood ratio statistic $G^2$, can be used to test the null hypothesis that the IRT model for the pattern probabilities is correctly specified. When the model holds, the distribution of both statistics is well approximated by a chi-square distribution in large samples. Yet, at least since Cochran (1952) it has been known that when some pattern probabilities are small the chi-square approximation to the sampling distribution of $\chi^2$ and $G^2$ yields incorrect $p$ values. Furthermore, if the number of possible response patterns is large, then the probabilities for some patterns must necessarily be small as the sum of all pattern probabilities must be equal to one (Bartholomew & Tzamourani, 1999). In other words, if the number of response patterns is large, the chi-square approximation to $\chi^2$ and $G^2$ cannot be used to test the overall fit of the model, regardless of sample size. This means that unless the questionnaire being modeled consists of only a few questions, to be rated using just a few categories, the $\chi^2$ and $G^2$ statistics are useless. As Thissen and Steinberg (1997) put it, “when the number of categories is five or

---

\(^1\) LISREL (Jöreskog & Sörbom, 2008), Mplus (L. Muthén & Muthén, 1998–2010), or EQS (Bentler, 2004) estimate this model when a factor model is fitted to variables declared to be categorical.
more, the approximation becomes invalid for any model as soon as the number of variables is greater than six with any conceivable sample size” (p. 61). Of course, having a small sample size only makes matters worse. In contrast, there are a number of reliable procedures for goodness-of-fit assessment of the factor model.

GOODNESS-OF-FIT ASSESSMENT FOR FACTOR MODELS

When the data are normally distributed, the goodness of fit of a factor model can be assessed by using the minimum of the discrepancy function used for estimation (rescaled by sample size) for many discrepancy functions. This is the usual chi-square test used in structural equation modeling (SEM). However, when the observed data are responses to questionnaire items, the normal distribution is likely to provide a poor approximation to the distribution of the item scores, and the \( p \) values obtained by the usual chi-square test might be unreliable.

Two methods have been proposed to obtain \( p \) values that are robust to nonnormality. One method consists of rescaling the usual chi-square test statistic as suggested by Satorra and Bentler (1994). The rescaled test statistics have been found to yield accurate \( p \) values when the data are not normally distributed. Another method is to use the test statistic based on residual covariances proposed by Browne (1984) under asymptotically distribution-free assumptions. In principle, this approach is preferable to the Satorra–Bentler approach as it yields a statistic that is asymptotically distributed as a chi-square. However, previous research suggests that Browne’s statistic, \( T_B \), overrejects the model unless the sample size is very large and the number of variables being modeled is small (e.g., Curran, West, & Finch, 1996; Muthén & Kaplan, 1992). More recently, Yuan and Bentler (1997, 1999) proposed two alternative test statistics based on residual covariances that might yield better results in applications. The first of these statistics, \( T_{1B} \), is a correction of \( T_B \) and follows the same asymptotic distribution. The second statistic, \( T_F \), has an asymptotic \( F \) distribution.

HOW TO COMPARE THE FIT OF FA AND IRT MODELS

The fit of FA and IRT models can only be compared using univariate and bivariate information (e.g., covariances) because under the usual factor model assumptions (see next section) only univariate and bivariate moments are specified. In other words, unless additional assumptions are made, one cannot compute higher moments (trivariate, four-way moments, etc.) using the common factor model. Therefore one cannot compute the probability of a response pattern in this model as one does in an IRT model.\(^2\)

However, Maydeu-Olivares (2005b) pointed out that under some conditions the test statistic based on residual covariances proposed by Browne (1982, 1984) for the FA model could be used to assess the goodness-of-fit of IRT models. In other words, these test statistics provide a common measure of goodness-of-fit for FA and IRT models. The purpose of this article is to explore this suggestion in detail. By means of a simulation study, we investigate whether

\(^2\)A linear model with additional assumptions that enables the computation of pattern probabilities was introduced in Maydeu-Olivares (2005b), who referred to it as a linear IRT model to distinguish it from the common factor model.
these test statistics based on residual covariances yield accurate \( p \) values when used to assess the goodness-of-fit of IRT models. If so, unlike the \( \chi^2 \) and \( G^2 \) statistics generally used in IRT, they can be reliably used to assess the model–data misfit of these models. Then, we use these statistics to gauge the fit of the IRT models against that of a factor model.

However, before proceeding we must address the issue of which IRT model should be compared with the factor model. Currently, if applied researchers want to replace the common FA model by an IRT model it is not clear which IRT model they should use.

**CHOICE OF IRT MODEL AND MODEL–DATA FIT ISSUES**

For rating data it has been argued (Reise & Waller, 1990) that there is no guessing or any similar phenomenon that requires lower asymptote parameters in IRT models. Chernyshenko, Stark, Chan, Drasgow, and Williams (2001) provided empirical support to this argument. Even restricting ourselves to IRT models without guessing parameters, the list of possible IRT models that can be used to model rating responses is extensive (see van der Linden & Hambleton, 1997). In a recent study, Maydeu-Olivares (2005a) heuristically compared the fit of some well-known parametric IRT models to five personality scales. The models considered were Samejima’s (1969) graded model, Bock’s (1972) nominal model, Masters’s (1982) partial credit model, and Thissen and Steinberg’s (1986) ordinal model. The author concluded that Samejima’s model provided the best fit to each of the five scales considered. Consequently, in this article we focus on Samejima’s IRT model, which is formally equivalent to the ordinal FA model (see Takane & de Leeuw, 1987) implemented in some popular SEM programs.

The remainder of this article is organized as follows. First, we briefly describe the factor model. Because IRT modeling focused on unidimensional models, this article often focuses on unidimensional models. Next, we briefly describe Samejima’s IRT model. Then we describe the test statistics based on residual covariances under consideration. The following section addresses via a simulation study the question of whether these statistics yield accurate \( p \) values when applied to IRT models. Next, we gauge the performance of the IRT model against a factor model to fit the items of two well-known questionnaires. The last section explores the power of the statistics to distinguish between these models. The final section provides a discussion of the main findings and concluding remarks.

**THE FACTOR ANALYSIS MODEL**

Consider a test composed of \( p \) rating items \( Y_i, i = 1, \ldots, p \), each consisting of \( m \) categories. We assume these categories have been scored using successive integers: \( k = 0, \ldots, m - 1 \). A one-factor model for these variables is

\[
y = \alpha + \beta \eta + \varepsilon.
\]

In this equation, \( \alpha \) is a \( p \times 1 \) vector of intercepts, and \( \beta \) is a \( p \times 1 \) vector of factor loadings and \( \eta \) denotes the latent variable (the common factor). Also, \( \varepsilon \) is a \( p \times 1 \) vector of measurement
errors. A factor model assumes that (a) the mean of the latent trait is zero, (b) the variance of the latent trait is one, (c) the mean of the random errors is zero, (d) the latent traits and random errors are uncorrelated, and (e) the random errors are mutually uncorrelated, so that their covariance matrix, \( \Omega \), is a diagonal matrix with elements \( \omega_i \).

The assumptions of this model imply that the variance of an item is of the form

\[
\sigma_i^2 = \beta_i^2 + \omega_i, \tag{2}
\]

whereas the covariance between two items is of the form

\[
\sigma_{ij} = \beta_i \beta_j. \tag{3}
\]

Letting \( \theta = (\beta_1, \ldots, \beta_p, \omega_1, \ldots, \omega_p)' \) be the parameters of a one-factor model involved in Equations 2 and 3, and letting \( \sigma \) be the \( t \)-dimensional vector of variances and nonduplicated covariances, \( t = \frac{p(p+1)}{2} \), these restrictions can be compactly written as \( \sigma(\theta) \).

Estimation and Testing

Consider a sample of size \( N \) from the population of interest, and let \( s \) be the sample counterpart of \( \sigma \) (i.e., the sample variances and nonduplicated sample covariances). The factor model can be estimated by minimizing one of several discrepancy functions between \( s \) and \( \sigma \) (see Browne & Arminger, 1995). Here, we shall use the maximum likelihood discrepancy function for normally distributed data. When the data are not normally distributed it yields consistent estimates but standard errors and goodness-of-fit tests are in general invalid (e.g., Satorra & Bentler, 1994).

For testing the model when the observed data are not multivariate normal, Browne (1982, 1984) proposed a test statistic, \( T_B \), based on the residual covariances \( s - \sigma \). This statistic can be written as

\[
T_B = N(s - \sigma(\hat{\theta}))' \hat{U}(s - \sigma(\hat{\theta})), \quad U = \Gamma^{-1} - \Gamma^{-1} \Delta (\Delta' \Gamma^{-1} \Delta)^{-1} \Delta' \Gamma^{-1}. \tag{4}
\]

Here, \( \Gamma \) denotes the asymptotic covariance matrix of \( \sqrt{N} s \), and \( \Delta \) is a matrix of derivatives, \( \Delta = \frac{\partial \sigma(\theta)}{\partial \theta} \). To compute \( U \) we evaluate \( \Delta \) at the parameter estimates and we use sample moments (up to the fourth order) to estimate \( \Gamma \) (see the Appendix for details). Let \( q \) be the number of estimated parameters and let \( t = \frac{p(p+1)}{2} \) be the number of population covariances in \( \sigma \). When the model is identified, \( T_B \) is asymptotically distributed as a chi-square variable with degrees of freedom \( t - q \). Unfortunately, it has repeatedly been found in simulation studies that \( T_B \) overrejects the model unless the model is small and the sample size is large. More recently, Yuan and Bentler (1997) proposed using a combination of sample and expected moments to estimate \( \Gamma \) (see Appendix), which leads to a modification of \( T_B \) (with its same asymptotic distribution) that has a better small sample performance than \( T_B \). This is

\[
T_Y = \frac{N \times T_B}{N + T_B} = \frac{T_B}{1 + T_B/N}. \tag{5}
\]

Even more recently Yuan and Bentler (1999) proposed another modification of \( T_B \). This is

\[
T_F = \frac{N - df}{N \times df} T_B. \tag{6}
\]
where \( df = t - q \), the degrees of freedom of the model. Unlike \( T_B \) and \( T_{YB} \), \( T_F \) is asymptotically distributed as an \( F \) distribution with \((df, N - df)\) degrees of freedom.

**Some Remarks**

In the FA model, as we have described it here, no assumptions are made on the distribution of the latent trait \( \eta \) nor the random errors \( e \). As a result, no assumptions are made on the distribution of the observed variables \( y \). Only moment assumptions are made. Under these assumptions, the factor model implies the structure given in Equations 2 and 3 for the population variances and covariances. In FA applications only the bivariate associations present in the data are modeled: either the central moments (variances and covariances) or the standardized central moments (correlations). In contrast, in IRT, the categorical nature of the item responses is taken into account. In IRT applications, the probability of observing each response pattern is modeled. With \( p \) items each consisting of \( m \) categories there are \( m^p \) possible response patterns. We now consider how each of these response patterns is modeled using Samejima’s (1969) graded response model.

**SAMEJIMA’S GRADED MODEL**

Again, consider a test composed of \( p \) rating items \( Y_i, i = 1, \ldots, p \), each consisting of \( m \) categories scored using successive integers \( k = 0, \ldots, m - 1 \). For example, consider a three-item test where each item consists of five options. One possible response pattern is \((Y_1 = 1) \cap (Y_2 = 3) \cap (Y_3 = 2)\). In general, a response pattern for a \( p \)-item test can be written as \( \cap_{i=1}^{p} (Y_i = k_i) \). IRT models are a class of models for multivariate categorical data. In these models, the probability of any of the possible response patterns can be written as

\[
\Pr \left[ \bigcap_{i=1}^{p} (Y_i = k_i) \right] = \int_{-\infty}^{\infty} \prod_{i=1}^{p} \Pr(Y_i = k_i | \eta) f(\eta) d\eta. \tag{7}
\]

This equation holds for any IRT model that assumes a single underlying latent trait (Bartholomew & Knott, 1999). In Equation 7, \( f(\eta) \) denotes the distribution (density) of the latent trait. Here, we assume throughout that the latent trait is normally distributed, so that \( f(\eta) \) is a standard normal density function. Also, \( \Pr(Y_i = k_i | \eta) \) is the conditional probability that item \( i \) takes the value \( k_i \) given the latent trait, the option response function.

A popular member of the IRT class of models suitable for modeling binary responses is the two-parameter logistic model (Lord & Novick, 1968). In this model, the conditional probability of endorsing an item given the latent trait is given by

\[
\Pr(Y_i = 1 | \eta) = \Psi(\alpha_{i1} + \beta_i \eta) = \frac{1}{1 + \exp[-(\alpha_{i1} + \beta_i \eta)]}. \tag{8}
\]

The conditional probability of not endorsing the item is \( \Pr(Y_i = 0 | \eta) = 1 - \Psi(\alpha_{i1} + \beta_i \eta) \).

---

4 This function is also called category response function. When the items are binary, the conditional probability of endorsing an item, \( \Pr(Y_i = 1 | \eta) \), is called item response function.
Samejima’s graded response model is an extension of the two-parameter logistic model suitable for modeling ordered responses like those obtained from rating items. More specifically, a two-parameter logistic model is used to model the probability of endorsing categories 1 or higher, 2 or higher, and so on. As a result, in this model the option response function is specified as

\[
\Pr(Y_i = k | \eta) = \begin{cases} 
1 - \Psi(\alpha_{i,1} + \beta_{i} \eta) & \text{if } k = 0 \\
\Psi(\alpha_{i,k} + \beta_{i} \eta) - \Psi(\alpha_{i,k+1} + \beta_{i} \eta) & \text{if } 0 < k < m - 1, \\
\Psi(\alpha_{i,m-1} + \beta_{i} \eta) & \text{if } k = m - 1
\end{cases}
\]  

(9)

where \(\Psi(\alpha_{i,k} + \beta_{i} \eta)\) equals the standard logistic distribution function evaluated at \(\alpha_{i,k} + \beta_{i} \eta\),

\[
\Psi_{i,k} = \Psi(\alpha_{i,k} + \beta_{i} \eta) = \frac{1}{1 + \exp[-(\alpha_{i,k} + \beta_{i} \eta)]}.
\]  

(10)

Note that this model reduces to the two-parameter logistic model when the number of categories per item, \(m\), is two.

In the IRT literature, Equation 10 is often written as

\[
\Psi_{i,k} = \frac{1}{1 + \exp[-a_i(\eta - b_{i,k})]}.
\]  

(11)

This is, for instance, the parameterization used in MULTILOG (Thissen, Chen, & Bock, 2003). The two parameterizations are equivalent, with the equivalence being \(\alpha_{i,k} = -a_i b_{i,k}\) and \(\beta_{i} = a_i\).

Note that in Samejima’s model \(m\) parameters are estimated for each item (\(m - 1\) intercepts \(\alpha_{i,h}\) and 1 slope \(\beta_{i}\)). Thus, the total number of parameters to be estimated in a \(p\) item test is \(q = pm\).

Estimation and Testing

In IRT modeling the observed ratings are treated as multinomial variables. IRT models are generally estimated by maximizing the multinomial likelihood function as described in Bock and Aitkin (1981). This is the estimation procedure used in this article.

As for the goodness-of-fit assessment of these models, in this article we investigate the feasibility of the suggestion given in Maydeu-Olivares (2005b) to use Browne’s \(T_B\) statistic, and we also empirically compare the performance of this statistic against the \(T_YB\) and \(T_F\) statistics. When these statistics are used, the null hypothesis is \(H_0 : \sigma = \sigma(\theta)\) for some parameter vector \(\theta\) to be estimated from the data, against the alternative \(H_1 : \sigma \neq \sigma(\theta)\). In Samejima’s graded logistic model \(\theta = (\alpha_{1,1}, \ldots, \alpha_{1,m-1}, \ldots, \alpha_{p,1}, \ldots, \alpha_{p,m-1}, \beta_1, \ldots, \beta_p)^{\top}\).

Now, to compute these goodness-of-fit statistics, the population variances and covariances implied by Samejima’s graded logistic model are needed. We show in the Appendix that, under
Samejima’s model, the variance of the scores for a single item is

\[ \sigma_i^2 = \text{Var}[Y_i] = \int_{-\infty}^{+\infty} \left\{ \sum_{k=1}^{m-1} (2k - 1)\Psi_{i,k} \right\} f(\eta) d\eta - \mu_i^2, \tag{12} \]

whereas the covariance between the scores for two items is

\[ \sigma_{ij} = \text{Cov}[Y_i Y_j] = \left( \int_{-\infty}^{+\infty} \left[ \sum_{l=1}^{m-1} \sum_{k=1}^{m-1} \Psi_{i,k} \Psi_{j,l} \right] f(\eta) d\eta \right) - \mu_i \mu_j, \tag{13} \]

where

\[ \mu_i = E[Y_i] = \int_{-\infty}^{+\infty} \left[ \sum_{k=1}^{m-1} \Psi_{i,k} \right] f(\eta) d\eta \tag{14} \]

is the mean of the scores for an item under the model. In the Appendix we also provide details for computing the \( T_B \), \( T_Y B \), and \( T_F \) statistics under Samejima’s logistic model.

Now, to use the \( T_B \), \( T_Y B \), and \( T_F \) statistics to test the goodness-of-fit of tests of an IRT model, the model must be identified from the covariance matrix.\(^5\) In addition, the number of degrees of freedom needs to be greater than zero. For Samejima’s model, these conditions are satisfied provided that the number of items is equal or larger than twice the number of categories per item. That is, these statistics can be used to test Samejima’s model provided that \( p \geq 2m \). They cannot be used to test the goodness-of-fit of tests composed of only a few items and a large number of categories per item. For instance, these statistics cannot be used to assess the goodness-of-fit of Samejima’s model to the Satisfaction with Life Scale (SWLS; Diener, Emmons, Larsen, & Griffin, 1985). This test consists of \( p = 5 \) items each with \( m = 7 \) categories. With this number of items there are only \( t = \frac{p(p+1)}{2} = 15 \) distinct variances and covariances, whereas the number of estimated parameters is \( q = pm = 35 \). The degrees of freedom are negative. Only the fit of more constrained IRT models (with fewer than 15 parameters) can be tested using covariances. An alternative is to collapse categories prior to the analysis to reduce the number of estimated parameters.

### Assessing the Error of Approximation

So far, our presentation has focused on testing whether a factor model or an IRT model hold exactly in the population of interest. However, no model can be expected to hold exactly in applications, but only approximately. Browne and Cudeck (1993) introduced a framework for assessing the error of approximation of a model. More specifically, they proposed using Steiger and Lind’s (1980) root mean square error of approximation (RMSEA) to assess how well a

\(^5\)When an IRT model is identified from the covariance matrix then \( \Delta \) is of full rank. Also, the model can be estimated using only the information contained in the sample covariance matrix.
model reproduces the observed covariances relative to its degrees of freedom. The general expression for the RMSEA is

$$\text{RMSEA} = \sqrt{\frac{T - df}{N \times df}}$$

(15)

where $T$ denotes in our case any test statistic based on residual covariances. When $T$ is asymptotically chi-square distributed (as the $T_B$ and $T_YB$ statistics discussed here), Browne and Cudeck showed that the RMSEA is asymptotically distributed as a noncentral chi-square under a sequence of local alternatives assumptions (for details, see Browne & Cudeck, 1993). Thus, we can use an RMSEA computed on $T_B$ or $T_YB$ and its confidence interval to gauge the error of approximation of a factor model and also of an IRT model (under the same conditions specified previously) to a given data set.

Can the $p$ values obtained using the $T_B$, $T_YB$, and $T_F$ statistics be trusted when applied to test Samejima’s model (and its special case, the two-parameter logistic model)? To address this question, the next section reports the results of a simulation study. Also, to benchmark the performance of the statistics in assessing IRT models, we also report the results of a simulation study to assess the fit of the common factor model.

SIMULATION STUDY FOR CORRECTLY SPECIFIED MODELS

Factor Analysis Model

Four sample size conditions and two model size conditions were investigated. A total of 1,000 replications were used in each cell of the $4 \times 2$ factorial design. The sample sizes were 500, 1,000, 2,000, and 5,000 observations. The two different model sizes were 10 and 20 variables. The sample sizes were chosen to be medium to very large for typical applications, whereas the model sizes were chosen to be small to medium, also for typical applications. The factor loadings used in the 10-item condition were $\beta' = (.4, .5, .6, .7, .8, .8, .7, .6, .5, .4)$, and the variances of the measurement errors were $\omega' = (.6, .7, .8, .9, 1, .6, .7, .8, .9, 1)$; zero intercepts $\alpha$ were used. These parameters were chosen to be typical in personality and attitudinal research applications. For the 20-item condition these parameters were simply duplicated.

Data were generated using a multivariate normal distribution. Therefore, continuous data were used in the simulations for the factor model. This is because we are only interested in the statistics’ rejection rates when the factor model holds to benchmark the performance of the statistics when Samejima’s model holds. The estimation was performed by maximum likelihood using a version of Rubin and Thayer’s (1982) EM algorithm. All replications converged for all conditions. No Heywood cases were encountered.

Samejima’s Model

Here, four sample size conditions, two model size conditions, and two different conditions for the number of categories were investigated. A total of 1,000 replications were used in each cell of the $4 \times 2 \times 2$ factorial design. The sample sizes were 500, 1,000, 2,000, and
5,000 observations, the two different model sizes were 10 and 20 variables, and the number of categories were two and five. Thus, we investigated the performance of these statistics for data conforming to Samejima’s model with five categories per item, and to the two-parameter logistic model because Samejima’s model reduces to the two-parameter logistic model when all variables are binary.

The slopes were obtained by transforming the factor loadings to a logistic scale. In the 10-item condition we used $\beta' = (.74, .98, 1.28, 1.66, 2.27, 2.27, 1.66, 1.28, .98, .74)$. For the binary case, the intercepts were $\alpha' = (.97, 0, \ldots, .97, 0)$. For the five-category condition the intercepts were $\alpha' = (.97, 0, \ldots, .97, 0)$. For the 20-item condition these parameters were simply duplicated.

In all cases the estimation was performed using (marginal) maximum likelihood estimation via an EM algorithm (see Bock & Aitkin, 1981). The parameter estimation subroutines were written in GAUSS (Aptech Systems, 2003) and produced identical results as MULTILOG (Thissen et al., 2003) in trial runs. To ensure the numerical accuracy of the estimates, 97 quadrature points, equally spaced between $-6$ and $6$ were used in the numerical integration of response pattern probabilities. In all conditions all 1,000 replications converged.

Simulation Results

Figure 1a depicts graphically the behavior of the three statistics considered ($T_B$, $T_{YB}$, and $T_F$) when used to assess the fit of the factor model. Figures 1b and 1c depict the behavior of these statistics when used to assess the fit of Samejima’s graded model to two-category and five-category data. In these figures, the empirical rejection rates at 5% significance level are plotted as a function of sample size (500, 1,000, 2,000, and 5,000) and model size (10 and 20 variables). These figures show that the behavior of the statistics is very similar when it is used to assess the fit of the factor model and the IRT model. They also show that among the three statistics, and consistent with previous findings, $T_B$ requires very large sample sizes to yield reliable $p$ values, particularly in large models. Samples larger than 5,000 observations are needed when the number of observed variables is 20. With this model size, the statistic almost always rejects the model when 500 observations are used. Fortunately, much smaller sample sizes are needed for the $T_{YB}$ and $T_F$ statistics to yield adequate $p$ values. Our simulations reveal that when using $T_{YB}$ only 500 observations are needed to obtain accurate $p$ values in the critical region (significance level between .01 and .10) with a 20-item test. Above that region this statistic slightly underestimates the $p$ value unless the sample size increases considerably. As shown in Figure 1, the behavior of $T_F$ is somewhat worse than that of $T_{YB}$, particularly at the smallest sample size and largest model size considered. Thus, the $T_{YB}$ statistic appears preferable to the $T_F$ statistic.

In summary, our simulation studies support Maydeu-Olivares’s (2005b) proposal. Provided the degrees of freedom are positive, test statistics based on residual covariances can be used to reliably assess the goodness-of-fit of IRT models. In fact, the behavior of these statistics when assessing the fit of Samejima’s model is very similar to their behavior when assessing the fit of a factor model.

However, do these statistics have the power to distinguish both models? This is an important question, because if the statistics lack power to distinguish both models it will be unlikely that different substantive conclusions can be reached. We address this question in the next section.
FIGURE 1  Empirical rejection rates at the 5% significance level of three statistics ($T_B$, $T_{YB}$, and $T_F$) to assess the goodness-of-fit of (a) a one-factor model, (b) Samejima’s graded logistic model to two-category items (two-parameter logistic model), and (c) Samejima’s model to five-category items. In all cases, the fitted model is correct. Rejection rates should be close to the nominal rate (5%), drawn as a thin line parallel to the x-axis. Rejection rates are plotted as a function of sample size (500, 1,000, 2,000, and 5,000) and model size (10 and 20 variables). The y-axis is on an exponential scale. The behavior of the statistics is very similar across models. $T_B$ requires very large sample sizes to yield reliable $p$ values. Only 500 observations are needed for $T_{YB}$ to obtain accurate $p$ values. The behavior of $T_F$ is somewhat worse than that of $T_{YB}$. (continued)
Ordinal data were generated using Samejima’s model and the same specifications as before but a common factor model was fitted. In this case the fitted model is misspecified (data are not continuous and the relationship between the observed variables and the latent traits is not strictly linear). Thus, we would like rejection rates to be as high as possible. Figure 2 depicts the difference of rejection rates at the 5% significance level when the fitted model is incorrect (a one-factor model is fitted) and when the fitted model is correct (Samejima’s graded model). Only the results for $T_Y B$ are shown in Figure 2. Very similar results are obtained for the other two statistics. As Figure 2 shows, this adjusted rejection rate (adjusted empirical power rate) is very low, even for sample sizes of 5,000 observations, below 10% in all cases but one. In general, then, power increases only very slowly with increasing sample size, and with increasing model size (number of items). Finally, not surprisingly, the power is slightly higher when the number of response alternatives is two than when the number of response alternatives is five. Figure 2 contains an outlier condition. When the number of items is 20 and the number of response alternatives is two, and sample size is 5,000, the adjusted rejection rate jumps to 22%. However, even for sample sizes of 2,000 observations, the adjusted rejection rate is below 8%.

These results suggest that goodness-of-fit statistics based on residual covariances have very little power to reject the FA model when it is incorrectly applied to discrete rating data. As a result, we believe that in applications where an IRT model and a FA model of the same dimensionality are applied to the same data, the fit of the IRT model as assessed by these test statistics will be only marginally better than the fit of the factor model, simply because these statistics have low power to distinguish between both types of models.

FIGURE 1 (Continued).
In the next section we provide two applications in which we compare the fit of Samejima’s model against the fit of a factor model. The first study involves binary items; the second five-category rating items.

APPLICATIONS

Binary Data: Result for the EPQ–R

In this application, we examine the fit of the two-parameter logistic model and of a one-factor model to each of the three scales of Eysenck’s Personality Questionnaire–Revised (EPQ–R; Eysenck, Eysenck, & Barrett, 1985), separately for male and female respondents. Sample size was 610 for males and 824 for females. The EPQ–R is a widely used personality inventory that consists of three scales, each one measuring a broad personality trait: Extraversion (E; 23 items), Neuroticism or Emotionality (N; 24 items), and Psychoticism or Tough-Mindness (P; 32 items). All the items are dichotomous. Here we analyze the UK normative data for this questionnaire, kindly provided by Paul Barrett and Sybil Eysenck. After reverse-coding the negatively worded items, we obtained the goodness-of-fit statistics shown in Table 1. For completeness, the results for all three statistics are shown. However, practitioners need only compute the $T_{YB}$ statistic, as it provides the most accurate results.
TABLE 1
Goodness-of-Fit Tests for the Eysenck’s Personality Questionnaire–Revised Data

<table>
<thead>
<tr>
<th>Scale</th>
<th>Stat</th>
<th>Value</th>
<th>df</th>
<th>p Value</th>
<th>Stat</th>
<th>Value</th>
<th>df</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-Parameter Logistic Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Factor Analysis Model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male Sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>$T_B$</td>
<td>904.47</td>
<td>230</td>
<td>0</td>
<td>$T_B$</td>
<td>1,290.7</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_{YB}$</td>
<td>363.59</td>
<td>230</td>
<td>0</td>
<td>$T_{YB}$</td>
<td>413.31</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>2.45</td>
<td>230, 380</td>
<td>0</td>
<td>$T_F$</td>
<td>3.50</td>
<td>230, 380</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_B$</td>
<td>1,070.7</td>
<td>252</td>
<td>0</td>
<td>$T_B$</td>
<td>1,157.8</td>
<td>252</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_{YB}$</td>
<td>387.79</td>
<td>252</td>
<td>0</td>
<td>$T_{YB}$</td>
<td>398.65</td>
<td>252</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>2.50</td>
<td>252, 358</td>
<td>0</td>
<td>$T_F$</td>
<td>2.70</td>
<td>252, 358</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_B$</td>
<td>1,070.7</td>
<td>464</td>
<td>0</td>
<td>$T_B$</td>
<td>1,157.8</td>
<td>464</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_{YB}$</td>
<td>3,235.7</td>
<td>464</td>
<td>0</td>
<td>$T_{YB}$</td>
<td>3,561.2</td>
<td>464</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>1.67</td>
<td>464, 146</td>
<td>0</td>
<td>$T_F$</td>
<td>1.84</td>
<td>464, 146</td>
<td>0</td>
</tr>
<tr>
<td>Female Sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>$T_B$</td>
<td>1,193.6</td>
<td>230</td>
<td>0</td>
<td>$T_B$</td>
<td>1,612.7</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_{YB}$</td>
<td>486.78</td>
<td>230</td>
<td>0</td>
<td>$T_{YB}$</td>
<td>544.48</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>3.75</td>
<td>230, 594</td>
<td>0</td>
<td>$T_F$</td>
<td>5.06</td>
<td>230, 594</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_B$</td>
<td>1,149.3</td>
<td>252</td>
<td>0</td>
<td>$T_B$</td>
<td>1,475.0</td>
<td>252</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_{YB}$</td>
<td>479.24</td>
<td>252</td>
<td>0</td>
<td>$T_{YB}$</td>
<td>527.85</td>
<td>252</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>3.17</td>
<td>252, 572</td>
<td>0</td>
<td>$T_F$</td>
<td>4.07</td>
<td>252, 572</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_B$</td>
<td>1,689.3</td>
<td>464</td>
<td>0</td>
<td>$T_B$</td>
<td>2,014.9</td>
<td>464</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$T_{YB}$</td>
<td>511.83</td>
<td>464</td>
<td>.062</td>
<td>$T_{YB}$</td>
<td>519.34</td>
<td>464</td>
<td>.038</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>1.67</td>
<td>464, 146</td>
<td>0</td>
<td>$T_F$</td>
<td>1.84</td>
<td>464, 146</td>
<td>0</td>
</tr>
</tbody>
</table>

Note. $N = 610$ for males and 824 for females; $N = Neuroticism or Emotionality (24 items); E = Extraversion (23 items); P = Psychoticism or Tough-Mindedness (32 items); $T_B = Browne’s residual test statistic; T_{YB} = Yuan and Bentler chi-square residual test statistic; T_F = Yuan and Bentler’s $F$ test statistic.

Inspecting the results for the statistic of choice, $T_{YB}$, we see in Table 1 that both the factor model and the two-parameter logistic model fail to reproduce these scales. The only exception is the Psychoticism scale in the male sample. Using a 5% significance level, the hypothesis that the two-parameter logistic model reproduces this scale’s covariances cannot be rejected (just barely). On the other hand, the hypothesis that a one-factor model reproduces these covariances is barely rejected.

The results presented in Table 1 also illustrate how the difference between the $T_{YB}$ and $T_B$ statistics can be substantial in applications. Even though the statistics follow the same asymptotic distribution, estimated $T_B$ values can be more than three times larger than estimated $T_{YB}$ values. Furthermore, there are some discrepancies in the $p$ values obtained when using the $T_{YB}$ and $T_F$ statistics.

Finally, the results presented in Table 1 reveal that, as expected given the power results, there are only modest improvements in fit (as assessed by the $T_{YB}$ statistic) when the two-parameter logistic model is applied to these data instead of the factor model. Fit improvement (as assessed by the $T_{YB}$ statistic) ranges from a minimum of 1% for the Psychoticism scale in the male sample to a maximum of 12% for the Extroversion scale, also in the male sample. The modest improvements in fit obtained when using the two-parameter logistic model instead of the factor model are perhaps best seen when inspecting Table 2, which provides the RMSEA estimates based on $T_{YB}$. As can be seen in Table 2, even though the two-parameter logistic
TABLE 2
RMSEA Confidence Intervals Based on $T_{yb}$ for the Eysenck’s Personality Questionnaire–Revised Data

<table>
<thead>
<tr>
<th>Sample</th>
<th>Scale</th>
<th>Two-Parameter Logistic Model</th>
<th>Factor Analysis Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSEA</td>
<td>90% CI</td>
</tr>
<tr>
<td>Males</td>
<td>E</td>
<td>0.031</td>
<td>(.025; .037)</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>0.030</td>
<td>(.024; .035)</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.013</td>
<td>(.0; .019)</td>
</tr>
<tr>
<td>Females</td>
<td>E</td>
<td>0.037</td>
<td>(.032; .041)</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>0.033</td>
<td>(.029; .038)</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.015</td>
<td>(.009; .020)</td>
</tr>
</tbody>
</table>

Note. RMSEA = root mean square error of approximation; E = Extraversion (23 items); N = Neuroticism or Emotionality (24 items); P = Psychoticism or Tough-Mindedness (32 items).

model provides a better fit in all cases, the 90% confidence interval for the two-parameter logistic RMSEA includes in all cases the RMSEA estimate obtained when fitting the factor model. Interestingly, we also see in Table 2 that even though a test of exact fit almost invariably rejects both the common factor model and the two-parameter logistic model fitted to the EPQ–R scales, these models cannot be rejected if a test of close fit (RMSEA ≤ 0.05) is used.

Polytomous Ordinal Data: The Social Problem Inventory–Revised

In this application, we examine the fit of Samejima’s logistic model and of a one-factor model to each of the scales of the Social Problem Inventory–Revised (SPSI–R; D’Zurilla, Nezu, & Maydeu-Olivares, 2002), separately for male and female respondents. This inventory consists of 52 rating items, each consisting of five categories. The SPSI–R aims at measuring the process by which people attempt to resolve everyday problems. It consists of five scales: Positive Problem Orientation (PPO), Rational Problem Solving (RPS), Negative Problem Orientation (NPO), Impulsivity/Carelessness Style (ICS), and Avoidance Style (AS). The number of items making up the PPO, NPO, RPS, ICS, and AS scales is 5, 10, 20, 10, and 7, respectively. Each scale was explicitly designed to be unidimensional (D’Zurilla et al., 2002). For this analysis we analyze the normative U.S. young adult sample. Sample size is 492 for males and 551 for females.

The fit of Samejima’s model to the PPO and AS scales cannot be assessed with these statistics based on residual covariances. This is because with five categories per item the scales must consist of at least 10 items but they consist of only 5 and 7 items, respectively. Therefore, the results are presented only for the ICS, NPO, and RPS scales in Table 3. As can be seen in Table 3, a one-factor model does not provide a good fit to either the ICS or the NPO scale, nor does a one-factor model fit the RPS scale, although the fit is somewhat better than for the other scales. In contrast, Samejima’s graded model marginally fits both the ICS and NPO
TABLE 3

Goodness-of-Fit Tests for the Social Problem Inventory–Revised Data

<table>
<thead>
<tr>
<th>Scale</th>
<th>Graded Logistic Model</th>
<th>Factor Analysis Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stat</td>
<td>Value</td>
</tr>
<tr>
<td>Male Sample</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICS</td>
<td>$T_B$</td>
<td>11.62</td>
</tr>
<tr>
<td></td>
<td>$T_Y$</td>
<td>11.35</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>$T_Y$</td>
<td>9.47</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>9.29</td>
</tr>
<tr>
<td>NPO</td>
<td>$T_B$</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>$T_Y$</td>
<td>157.39</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>1.64</td>
</tr>
<tr>
<td>RPS</td>
<td>$T_B$</td>
<td>231.86</td>
</tr>
<tr>
<td></td>
<td>$T_Y$</td>
<td>4.76</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>37.93</td>
</tr>
<tr>
<td></td>
<td>$T_Y$</td>
<td>35.48</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>7.53</td>
</tr>
<tr>
<td></td>
<td>$T_Y$</td>
<td>233.12</td>
</tr>
<tr>
<td></td>
<td>$T_F$</td>
<td>1.70</td>
</tr>
</tbody>
</table>

Note. $N = 492$ for males and 551 for females; ICS = Impulsivity/Carelessness scale (10 items); NPO = Negative Problem Orientation scale (10 items); RPS = Rational Problem Solving scale (20 items); $T_B$ = Browne’s residual test statistic; $T_Y$ = Yuan and Bentler chi-square residual test statistic; $T_F$ = Yuan and Bentler’s $F$ test statistic.

scales, but only in the male sample. In the female sample, the model fits all three scales quite poorly. The fit of the IRT model to the RPS in the male sample is poor.

As this application illustrates, in some instances Samejima’s graded model might yield a substantially better exact fit to the observed covariances than the factor model when the number of categories is larger than two. However, it does so at the expense of more parameters. A factor model uses two parameters for each item regardless of its number of categories. In contrast, Samejima’s model uses $m$ parameters to fit an $m$-categories item. As a result, when fitting items consisting of more than two categories, the number of degrees of freedom available for testing is larger for the factor model than for Samejima’s model (see Table 3).

Because of the different number of parameters involved when $m > 2$, a goodness-of-fit comparison between Samejima’s and the factor model adjusting for degrees of freedom is of particular interest. In Table 4 we provide the RMSEA point estimates for this application along with 90% confidence intervals. The confidence intervals were computed as in Browne and Cudeck (1993). As can be seen in Table 4, the RMSEA’s point estimates for the factor model are smaller than for Samejima’s model in four of the six cases considered (in all cases for the female sample, and for the RPS in the male sample). Furthermore, the RMSEA estimate for Samejima’s model is outside the 90% confidence intervals for the factor model’s RMSEA for the ICS and NPO scales in the female sample. On the other hand, when Samejima’s model fits better than the factor model, in no instance is the factor model
RMSEA outside the 90% confidence interval for Samejima’s RMSEA. In terms of error of approximation to the covariances, the factor model fits these data as well as if not better than Samejima’s model.

### DISCUSSION

The simulation results presented here suggest that test statistics based on residual covariances can be fruitfully used to assess the goodness-of-fit of IRT models to rating items. Their empirical behavior under correct model specification is not substantially different when used to assess the fit of Samejima’s model (i.e., an ordinal FA model) or a factor model. Of the three statistics investigated, the one proposed by Yuan and Bentler (1997), $T_{YB}$, yielded the most accurate $p$ values and it is therefore the one recommended for applications. For both the FA model and Samejima’s model, 500 observations seem to suffice to provide adequate $p$ values in the critical region (rejection rates between 1%–10%). Above this region the asymptotic $p$ values for this statistic are a little conservative.

The use of the statistic $T_{YB}$ for IRT research has two clear limitations. The first limitation is that the IRT model must be identified from the covariances to use statistics based on residual covariances such as $T_{YB}$. Some IRT models cannot be tested using this statistic when the questionnaire consists of only a few items each with a large number of categories. For instance, for Samejima’s model the number of items must be twice the number of categories to use these statistics. The second limitation is that test statistics based on covariances are meaningless for assessing the fit of IRT models to polytomous unordered data.

Clearly, more research is needed before any definitive conclusions can be reached on the usefulness of this approach for goodness-of-fit assessment of IRT models to rating data. First, more simulations under correct model specification are needed. Although we presented only one set of simulations here, we run additional simulations with greater variation in the spacing

**TABLE 4**

**RMSEA Confidence Intervals Based on $T_{YB}$ for the Social Problem Inventory–Revised Data**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Scale</th>
<th>Graded Logistic Model</th>
<th>Factor Analysis Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSEA</td>
<td>90% CI</td>
</tr>
<tr>
<td>Males</td>
<td>ICS</td>
<td>0.051</td>
<td>(.007; .091)</td>
</tr>
<tr>
<td></td>
<td>NPO</td>
<td>0.042</td>
<td>(.000; .083)</td>
</tr>
<tr>
<td></td>
<td>RPS</td>
<td>0.030</td>
<td>(.018; .040)</td>
</tr>
<tr>
<td>Females</td>
<td>ICS</td>
<td>0.081</td>
<td>(.046; .117)</td>
</tr>
<tr>
<td></td>
<td>NPO</td>
<td>0.105</td>
<td>(.074; .139)</td>
</tr>
<tr>
<td></td>
<td>RPS</td>
<td>0.030</td>
<td>(.020; .039)</td>
</tr>
</tbody>
</table>

**Note.** RMSEA = root mean square error of approximation; ICS = Impulsivity/Carelessness scale (10 items); NPO = Negative Problem Orientation scale (10 items); RPS = Rational Problem Solving scale (20 items).
of the intercept values obtaining similar results to those presented here. Still, it is questionable to present results from a few points in the parameter space and draw generalizable conclusions from them. Thus, additional independent simulations are needed. Second, simulations under correct model specification for alternative IRT models, such as Masters’s (1982) partial credit model or Muraki’s (1992) generalized partial credit model are needed. Third, an extensive set of simulations under different conditions of model misspecification is needed. Do these statistics have the power to detect different violations of the model assumptions, such as the presence of lower asymptotes, the presence of multidimensionality, and so on? Additional work is needed to answer these questions.

Here, we have provided expressions for the derivative matrices involved for unidimensional graded response models. The extension of these results to multidimensional models is straightforward and will be presented in a separate report. For ordinal FA models (i.e., an FA model linked to the observed ratings via a threshold process) estimated via tetrachoric/polychoric correlations, test statistics based on residual covariances provide an alternative to the current two-stage testing procedures. Currently, the structural restrictions on the polychoric correlations are tested via the regular chi-square test (see Muthén, 1993), and the assumption of discretized bivariate normality is assessed piecewise for pairs of variables (see Maydeu-Olivares, García-Forero, Gallardo-Pujol, & Renom, 2009). In contrast, tests based on residual covariances provide a test of both assumptions simultaneously.

More generally, test statistics based on residual covariances are an alternative to recently developed limited information tests for IRT models (e.g., Bartholomew & Leung, 2002; Cai, Maydeu-Olivares, Coffman, & Thissen, 2006; Maydeu-Olivares, 2006; Maydeu-Olivares & Joe, 2005, 2006; Reiser, 1996, 2008). Further research should compare the empirical performance of test statistics based on residual covariances and of these limited information tests.

CONCLUSION

Our study was motivated by the investigation of whether tests based on residual covariances could distinguish between an IRT model and a factor model. This is one particular violation of the IRT model assumptions. Our results suggest that these test statistics have little power to distinguish between data generated using a factor model and data generated using an IRT model. In fact, FA models have been found in numerous applications to provide a good fit to rating data even though FA models are misspecified when applied to rating data. Our results suggest that this is due to the lack of power of these statistics to detect this particular model misspecification.

We have also addressed the issue of whether IRT models provide a better fit in rating data applications than FA models. Our experiences with this test suggest that when the IRT model and the FA model have the same number of parameters per item (e.g., in the case of the two-parameter logistic model), the fit of the two models is likely to be rather similar. This was illustrated with the EPQ–R data. On the other hand, when the IRT model has more parameters per item than the factor model (e.g., in the case of Samejima’s model applied to items with more than 2 categories), the statistics might suggest that the IRT model fits better than the common factor model. However, this difference in fit does not take into account the different number of parameters used. When fit is adjusted for model parsimony (e.g., using the RMSEA),
our experience suggests that a similar fit is likely to be obtained when using the IRT and factor model. This was illustrated with the SPSI–R data.

Given that statistics based on residual covariances appear to be unable to distinguish the factor model and IRT models, is there any other way we could use to distinguish them? We do not believe so. FA models can only be tested using covariances; they cannot be tested using higher order moments unless the factor model is extended to higher order moments. Hence, to be able to compare the fit of an IRT model and a factor model using the same statistic, only statistics based on covariances can be used.

In closing, we feel that much more work is needed on the issue of comparing the fit of FA and IRT models before any definitive conclusions can be reached, and we have outlined some lines for future work we feel are worth pursuing.
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### APPENDIX

**Model-Implied Variances and Covariances Under Samejima’s Logistic Model**

Because rating items are categorical, we use the definition of population variances and covariances for categorical variables scored as $k = 0, \ldots, m - 1$. These are

\[
\sigma_{ii} = \text{Var}[Y_i] = \left( \sum_{k=0}^{m-1} k^2 \Pr(Y_i = k) \right) - \mu_i^2, \tag{16}
\]

\[
\sigma_{ij} = \text{Cov}[Y_i, Y_j] = \left( \sum_{k=0}^{m-1} \sum_{l=0}^{m-1} kl \Pr[(Y_i = k) \cap (Y_j = l)] \right) - \mu_i \mu_j, \tag{17}
\]

where

\[
\mu_i = E[Y_i] = \sum_{k=0}^{m-1} k \Pr(Y_i = k). \tag{18}
\]

Thus, computing the model-implied variances and covariances under Samejima’s graded logistic model requires computing the univariate and bivariate marginal probabilities under this model. These are obtained as a special case of Equation 7:

\[
\Pr(Y_i = k) = \int_{-\infty}^{+\infty} \Pr(Y_i = k | \eta) f(\eta) d\eta, \tag{19}
\]

and

\[
\Pr[(Y_i = k) \cap (Y_j = l)] = \int_{-\infty}^{+\infty} \Pr(Y_i = k | \eta) \Pr(Y_j = l | \eta) f(\eta) d\eta. \tag{20}
\]
Using Equations 16 to 20 and Equations 9 and 10 we obtain the desired results:

\[
\mu_i = E[Y_i] = \sum_{k=0}^{m-1} k \Pr(Y_i = k) = \]

\[
= \sum_{k=1}^{m-2} k \int_{-\infty}^{+\infty} (\Psi_{i,k} - \Psi_{i,k+1}) f(\eta) d\eta + (m-1) \int_{-\infty}^{+\infty} \Psi_{i,m-1} f(\eta) d\eta =
\]

\[
= \int_{-\infty}^{+\infty} [(\Psi_{i,1} - \Psi_{i,2}) + 2(\Psi_{i,2} - \Psi_{i,3}) + \ldots + (m-1)\Psi_{i,m-1}] f(\eta) d\eta = \tag{21}
\]

\[
= \sum_{k=1}^{m-1} \int_{-\infty}^{+\infty} \Psi_{i,k} f(\eta) d\eta = \int_{-\infty}^{+\infty} \left[ \sum_{k=1}^{m-1} \Psi_{i,k} \right] f(\eta) d\eta
\]

\[
\sigma_i^2 = \text{Var}[Y_i] = \left( \sum_{k=0}^{m-1} k^2 \Pr(Y_i = k) \right) - \mu_i^2 = \]

\[
= \int_{-\infty}^{+\infty} [(\Psi_{i,1} - \Psi_{i,2}) + 2^2(\Psi_{i,2} - \Psi_{i,3}) + \ldots + (m-1)^2\Psi_{i,m-1}] f(\eta) d\eta - \mu_i^2 = \]

\[
= \int_{-\infty}^{+\infty} \left\{ \sum_{k=1}^{m-1} [k^2 - (k-1)^2] \Psi_{i,k} \right\} f(\eta) d\eta - \mu_i^2 = \tag{22}
\]

\[
= \int_{-\infty}^{+\infty} \left\{ \sum_{k=1}^{m-1} (2k - 1) \Psi_{i,k} \right\} f(\eta) d\eta - \mu_i^2
\]

\[
\sigma_{ij} = \text{Cov}[Y_i, Y_j] = \left( \sum_{k=0}^{m-1} \sum_{l=0}^{m-1} kl \Pr([Y_i = k] \cap [Y_j = l]) \right) - \mu_i \mu_j = \]

\[
= \left( \sum_{k=1}^{m-1} \sum_{l=1}^{m-1} kl \int_{-\infty}^{+\infty} \Pr(Y_i = k | \eta) \Pr(Y_j = l | \eta) f(\eta) d\eta \right) - \mu_i \mu_j = \]

\[
= \left( \sum_{k=1}^{m-1} \int_{-\infty}^{+\infty} \Pr(Y_i = k | \eta) \left[ \sum_{l=1}^{m-1} \Pr(Y_j = l | \eta) \right] f(\eta) d\eta \right) - \mu_i \mu_j = \]

\[
= \left( \sum_{k=1}^{m-1} \int_{-\infty}^{+\infty} \Pr(Y_i = k | \eta) \left[ \sum_{l=1}^{m-1} \Psi_{j,l} \right] f(\eta) d\eta \right) - \mu_i \mu_j = \tag{23}
\]

\[
= \left( \int_{-\infty}^{+\infty} \left[ \sum_{l=1}^{m-1} \Psi_{j,l} \right] \left[ \sum_{k=1}^{m-1} \Pr(Y_i = k | \eta) \right] f(\eta) d\eta \right) - \mu_i \mu_j =
\]

\[
= \left( \int_{-\infty}^{+\infty} \left[ \sum_{l=1}^{m-1} \Psi_{j,l} \right] \left[ \sum_{k=1}^{m-1} \Psi_{i,k} \right] f(\eta) d\eta \right) - \mu_i \mu_j
\]
Computational Details

For computing $T_B$, $T_Y$, and $T_F$, one needs to compute the matrix of derivatives $\Delta$, and to compute $\Gamma$. For a given data set $\Gamma$ needs to be computed only once, whereas $\Delta$ depends on the model being tested.

$\Gamma$ can be consistently estimated using sample moments as follows (e.g., Satorra & Bentler, 1994): Let $\bar{y}$ be the $n \times 1$ vector of sample means, and let $y_j$ be a $n \times 1$ vector of observed responses for subject $j$. Also, let $d_j = vecs((y_j - \bar{y})(y_j - \bar{y})')$ where $vecs(\bullet)$ denotes an operator that stacks the elements on or below the diagonal of a matrix onto a column vector. Then,

$$\hat{\Gamma} = \frac{1}{N} \sum_{j=1}^{N} (d_j - s)(d_j - s)' .$$  \hfill (24)

Alternatively, $\Gamma$ can be consistently estimated using a combination of sample and expected moments as follows:

$$\hat{\Gamma}^\ast = \frac{1}{N} \sum_{j=1}^{N} (d_j - \sigma(\theta))(d_j - \sigma(\theta))'$$

where $\sigma(\theta)$ denote the model implied variances and covariances, given by Equations 2 and 3 for the common factor model, and by Equations 12 and 13 for Samejima’s model. The use of Equation 25 instead of Equation 24 in the quadratic form of Equation 4 leads to Equation 5, with Equation 24 in its quadratic form (see Yuan & Bentler, 1997).

Turning now to $\Delta$, for the factor model the derivatives involved are

$$\frac{\partial \sigma_{i,j}}{\partial \beta_r} = \begin{cases} 2\beta_i & \text{when } r = i = j \\ \beta_j & \text{when } r = i \neq j \\ \beta_i & \text{when } r = j \neq i \\ 0 & \text{otherwise} \end{cases}$$

and

$$\frac{\partial \sigma_{i,j}}{\partial \omega_r} = \begin{cases} 1 & \text{when } r = i = j \\ 0 & \text{otherwise} \end{cases} .$$  \hfill (26)

The derivatives involved in $\Delta$ under Samejima’s logistic graded model are as follows. For variances we have

$$\frac{\partial \sigma_{i,j}^2}{\partial \alpha_{j,k}} = \begin{cases} 0 & \text{when } j \neq i \\ (2k - 1 - 2\mu_i) \int_{-\infty}^{+\infty} [1 - \Psi_{i,k}] \Psi_{i,k} f(\eta)d\eta & \text{when } j = i \end{cases} .$$  \hfill (27)

$$\frac{\partial \sigma_{i,j}^2}{\partial \beta_j} = \begin{cases} 0 & \text{when } j \neq i \\ \sum_{k=1}^{m-1} (2k - 1 - 2\mu_i) \int_{-\infty}^{+\infty} \eta [1 - \Psi_{i,k}] \Psi_{i,k} f(\eta)d\eta & \text{when } j = i \end{cases} .$$  \hfill (28)
For covariances we have

\[
\frac{\partial \sigma_{ij}}{\partial \alpha_{r,q}} = \begin{cases} 
0 & \text{when } r \neq i, j \\
\int_{-\infty}^{+\infty} \left[ \sum_{l=1}^{m-1} \left( \sum_{k=1}^{m-1} \Psi_{l,k} - \mu_j \right) \left[ 1 - \Psi_{i,q} \right] \Psi_{l,q} f(\eta) d\eta \right] & \text{when } r = i \\
\int_{-\infty}^{+\infty} \left[ \sum_{k=1}^{m-1} \left( \sum_{l=1}^{m-1} \Psi_{l,k} - \mu_i \right) \left[ 1 - \Psi_{j,q} \right] \Psi_{l,q} f(\eta) d\eta \right] & \text{when } r = j
\end{cases}
\]

(29)

\[
\frac{\partial \sigma_{ij}}{\partial \beta_{r}} = \begin{cases} 
0 & \text{when } r \neq i, j \\
\int_{-\infty}^{+\infty} \left[ \sum_{l=1}^{m-1} \left( \sum_{k=1}^{m-1} \Psi_{l,k} - \mu_j \right) \left[ \sum_{k=1}^{m-1} (1 - \Psi_{i,k}) \Psi_{l,k} \right] \eta f(\eta) d\eta \right] & \text{when } r = i \\
\int_{-\infty}^{+\infty} \left[ \sum_{k=1}^{m-1} \left( \sum_{l=1}^{m-1} \Psi_{l,k} - \mu_i \right) \left[ \sum_{l=1}^{m-1} (1 - \Psi_{j,l}) \Psi_{l,k} \right] \eta f(\eta) d\eta \right] & \text{when } r = j
\end{cases}
\]

(30)

In closing this section of computing notes, an alternative expression for \( U \) in Equation 4 is the following. Letting \( \Delta_c \) be an orthogonal complement to \( \Delta \) such that \( \Delta_c^T \Delta = 0 \),

\[
U = \Delta_c (\Delta_c^T \Gamma \Delta_c)^{-1} \Delta_c^T.
\]

(31)

The use of this equation avoids having to invert the large matrix \( \Gamma \).