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Structural Equation Modeling (SEM) is widely used in behavioural, social and economics studies to analyse structural relations between variables, some of which may be latent (i.e., unobservable). At present, SEM encompasses a wide variety of models and methods for multivariate analysis, such as multiple and multivariate regression, errors-in-variable models, ordered-probit regression, multiple-indicator models, factor analysis, simultaneous equation models, models for panel data, growth-curve models, and so forth. Furthermore, the observed variables can be normally distributed, but also continuous non-normal, or just ordinal; in addition, the data can have a single- or multiple-group, or multilevel structure, or can be mixture-distribution.

Nowadays, there exists a variety of commercial computer programs to carry out the practice of SEM, under general conditions on the model and the type of data. The most typical programs are LISREL, of Jöreskog and Sörbom; EQS, of Bentler; Mplus, of Muthén; the procedure CALIS of SAS, among others. For a thorough historical perspective of SEM, and its present state of the art, the reader should consult the recent book of Cudeck, Du Toit & Sörbom (2001).

Catalunya has various research groups with recognized international status in the area of SEM. There is Batista and Coenders’s group (Universitat Ramon Llull and Universitat de Girona) that has contributed applications of SEM in research in social and behavioural sciences, specially on the methodology of measurement. The group of Maydeu-Olivares (Universitat de Barcelona) that has contributed with fundamental work on SEM analysis of rank-ordered and general discrete-type of data. The group of Ferrando and Lorenzo-Seva (Universitat Rovira i Virgili) working on SEM analysis of discrete data and issues of rotation in Factor Analysis. Since some of these groups are also contributing to the present issue, below I will just concentrate on SEM at UPF.

Power of the test and model search: Power analysis is required when we want to assess the substantive significance of coefficients of the model, and/or the validity of the model. A procedure for computing the power of the test in SEM is developed in Satorra and Saris (1985). Goodness of fit testing and power issues are also worked out in Satorra (1989) and, more recently, in Satorra (2001). A procedure for model search and model modification is worked out in Saris, Satorra and Sörbom (1987). The so-called “expected parameter change”, which was developed in this paper, is nowadays implemented in most of the software for SEM.
**Asymptotic robustness for multiple-group data:** Asymptotic robustness (AR) concerns the validity of inferences derived under the NT assumption when the data deviates from normality. Since multivariate data often deviates from the normality assumption, assessing the validity of an analysis based on the normality assumption is of crucial importance in practice. AR issues for statistics arising in weighted-least-square analysis of SEM are investigated in Satorra and Bentler (1990). AR for mean-and-covariance structures is investigated in Satorra (1992) and Satorra and Neudecker (1994). AR issues for multiple-group mean-covariance structures is investigated in Satorra (1993) and Satorra (2002).

**Scaled and adjusted test statistics:** In many applications, chi-square goodness-of-fit tests are used when data are non-normal and there is non-compliance of assumptions required for asymptotic robustness. In such situations, corrected test statistics may be useful. Scaled and adjusted test statistics (for chi-square goodness-of-fit test, difference, score and Wald type test statistics) appropriate for non-normal data are developed in Satorra and Bentler (1994), Satorra (2000) and Satorra and Bentler (2001) (the scaled statistic of Satorra and Bentler (1994) is now available in most of the software for SEM).

**SEM with categorical (ordinal) data, multilevel, and complex samples:** Muthén and Satorra (1989) and Muthén and Satorra (1995) investigate SEM issues for multilevel and complex-sample structure of the data. Theory for SEM for continuous and categorical (ordinal) data can be found in Muthén and Satorra (1995).

**Combining data sets from different sources:** Multiple-group SEM has been shown to play a central role on the problem of combining data sets from different sources (Satorra, 1997). This is an issue that is recently attracting a lot of attention from different areas of applications.

**Matrix algebra aspects of SEM:** Matrix algebra has become essential for multivariate analysis. Advanced matrix algebra methods are needed to implement SEM in practice (specially when using high-level computer programming such as Matlab, or R). A general matrix formulation for testing equality of moments can be found in Satorra and Neudecker (1995). A matrix equality useful for goodness of fit testing in SEM is developed in Satorra and Neudecker (2003). Expressions for best linear prediction (as in estimation of factor scores) under general conditions are obtained by Neudecker and Satorra (2003).

**Applications:** On the side of applications, Ventura and Satorra (2001) use SEM on Spanish ECPF survey data to investigate variation of expenditure-patterns across various family groups, while Rivera and Satorra (2002) use multiple group SEM on ISSP-1993 data (a survey on twenty-two countries) to investigate the variation across countries of attitudes toward environmental issues.
Finally, we would like to mention other research areas in which statisticians at the UPF are involved, areas that relate with statistical modeling but that go beyond the scope of SEM. Work on the description and visualization of multivariate data is represented elsewhere under «Data Analysis and Data Mining» [Greenacre, at UPF]. Research on information theory and non-parametric methods is represented by Delicado (2000) [Delicado, now at UPC], Devroye, Lugosi and Udina (2001) Lugosi and Nobel (1999), and Udina (1999) [Lugosi and Udina, at UPF]. Multilevel analysis applied to data in education is represented by Cuxart-Jardí and Longford (2000) [Cuxart-Jardí, at UPF]. Small are estimation applied to regional data is represented by Costa, Satorra and Ventura (2002) [Ventura, at UPF]. Analysis of preference data by Van de Velden and Neudecker (2000) [Van de Velden, at UPF]. Modeling human birth data and environmental statistics is represented elsewhere under «Data Analysis and Data Mining» [Graffelman, now at UPC]. Survival analysis with measurement error on covariates is represented by Espinal-Berenguer and Satorra (1996) [Espinal, now at UAB]. Research on subsampling and improved estimation is represented by Romano and Wolf (2001) and Ledoit and Wolf (2002) [Wolf, at UPF]. Work on stochastic processes is represented elsewhere under «Research group on Stochastic Processes» [Kohatsu and Alós, at UPF]. There is also a vast amount of research on Operations Research and in Econometrics published by other colleagues at the UPF.
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