Hepatitis A Virus Adaptation to Cellular Shutoff Is Driven by Dynamic Adjustments of Codon Usage and Results in the Selection of Populations with Altered Capsids
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ABSTRACT
Hepatitis A virus (HAV) has a highly biased and deoptimized codon usage compared to the host cell and fails to inhibit host protein synthesis. It has been proposed that an optimal combination of abundant and rare codons controls the translation speed required for the correct capsid folding. The artificial shutoff host protein synthesis results in the selection of variants containing mutations in the HAV capsid coding region critical for folding, stability, and function. Here, we show that these capsid mutations resulted in changes in their antigenicity; in a reduced stability to high temperature, low pH, and biliary salts; and in an increased efficacy of cell entry. In conclusion, the adaptation to cellular shutoff resulted in the selection of large-plaque-producing virus populations.

IMPORTANCE
HAV has a naturally deoptimized codon usage with respect to that of its cell host and is unable to shut down the cellular translation. This fact contributes to the low replication rate of the virus, in addition to other factors such as the highly inefficient internal ribosomal entry site (IRES), and explains the outstanding physical stability of this pathogen in the environment mediated by a folding-dependent highly cohesive capsid. Adaptation to artificially induced cellular transcription shutoff resulted in a redoptimization of its capsid codon usage, instead of an optimization. These genomic changes are related to an overall change of capsid folding, which in turn induces changes in the cell entry process. Remarkably, the adaptation to cellular shutoff allowed the virus to significantly increase its RNA uncoating efficiency, resulting in the selection of large-plaque-producing populations. However, these populations produced much-debilitated virions.

Translation accuracy has been defined as the probability that the translated protein will match the sequence prescribed in the encoding gene combined with the likelihood that it will fold properly (1). Translation and folding of newly synthesized proteins are coupled events, and precise mechanisms of adjustment between the two processes exist. Translation speed has been proposed as one such mechanism (2) and may be regulated through the mRNA structure and the combination of abundant and rare codons (3). Abundant codons usually match with highly concentrated tRNAs, contributing to both efficiency of translation (they are rapidly translated) and accuracy of translation (they are high-fidelity codons) (1). In contrast, rare codons are slowly translated and are of low fidelity due to erroneous incorporations of near-cognate tRNAs during the long search for the scarce cognate tRNAs (1, 4, 5). Selection should prefer high-fidelity abundant codons at sites at which translation errors are structurally disruptive, such as buried residues and/or residues at sites where mutations lead to large changes in free energy (6). At the same time, clusters of low-fidelity rare codons, which act as translation attenuation patterns, caused by ribosome pauses, are preserved across species, suggesting a concerted selective pressure on codon matching and species-specific tRNA abundance in these regions (7, 8). In other words, to maintain protein function, from an evolutionary perspective it may be more critical to preserve translation attenuation patterns than to preserve amino acid sequences, a clear illustration of a noncoding functional sequence conservation (9). Several examples in prokaryotic and eukaryotic genomes suggest a critical role of rare codons in protein folding and function (2, 7). In Escherichia coli, the folding efficiency of the multidomain protein SufI can be severely perturbed by alterations in ribosome-mediated translational attenuation at rare codons (10, 11). In humans, the P-glycoprotein encoded in the MDR1 (or ABCB1) gene shows an altered conformation when a silent mutation is present which affects the timing of cotranslational folding and insertion of the protein into the membrane (12).

Hepatitis A virus (HAV) does not inhibit the cellular protein synthesis and competes poorly with cellular mRNAs for the translational machinery (13). The initiation of translation in HAV is inefficient, and the virus uses a highly deoptimized codon repertoire (14–16). HAV uses as rare codons those that are rare in the cell codon usage but also those that are highly abundant and whose cognate tRNAs may be unavailable for the virus due to its incapacity to shut down the cellular protein synthesis. Recently, we have described how HAV adapts to grow under conditions of artificially induced cellular protein shutoff, adjusting its codon
usage (17). Overall, adaptation to conditions of cellular shutoff correlated with a redetermination of the codon usage in the capsid coding region, suggesting a critical need for a slow translation pace in this specific genomic region (17). Our data suggest that proper folding of HAV capsid relies on the kinetics of translation controlled by pauses at clusters of rare codons rather than the chaperons used by other picornaviruses (17–19). However, the direct influence of codon frequency class usage adjustments on capsid folding (here referred to as codon usage changes) was not directly revealed.

In the present work, we studied mutations that affected HAV capsid folding selected under different degrees of cellular translation shutoff and analyzed the implications of the capsid folding changes for antigenic structure, stability under extreme conditions, and initiation of the replicative cycle. Cellular shutoff was based on transcription shutoff and was achieved by using actinomycin D (AMD), which specifically inhibits the DNA-dependent RNA polymerases with no effect on the RNA-dependent RNA polymerases (20). This cellular transcription shutoff might be associated with a low cellular protein synthesis, and hence, an increase of the tRNA pool available for the virus would be expected. Direct evidence of the critical role of codon usage in both folding and biological properties of HAV capsid and, in turn, in the selection of large-plaque-producing populations is provided.

MATERIALS AND METHODS

Cells and viruses. The cytopathogenic pHM175 43c strain of HAV was used for the study of HAV replication and evolution in the presence of actinomycin D (AMD; Sigma). AMD, at concentrations of 0.05 µg/ml and 0.2 µg/ml, was added in the postinfection medium to inhibit DNA transcription of the infected FRhK-4 cells at levels of around 60 to 70% and over 90%, respectively (17). A total of 12 populations were used throughout this study. The following nomenclature is used: F, forward adaptation; R, reverse adaptation; NA, nonadapted; A, adapted; and LA, long adapted.

The included populations were the parental population growing in 0.0 µg/ml (L0; P5-AMD), the population growing in the presence of 0.05 µg/ml of AMD but still nonadapted to the drug (F0.05NA; P5 + 0.05AMD), the same population after adaptation (F0.05A; P60 + 0.05AMD) to this AMD concentration, the same population after a long period of adaptation (F0.05LA; P120 + 0.05AMD), the population F0.05A in its reversion to the absence of the drug before (R0.05NA; P85 + 0.05AMD/P5-AMD) and after (R0A; P85 + 0.05AMD/P20-AMD) adaptation to this new condition, the population growing in the presence of 0.2 µg/ml of AMD but still nonadapted to the drug (F0.2NA; P85 + 0.05AMD/P5 + 0.2AMD), the same population after adaptation (F0.2A; P65 + 0.05AMD/P40 + 0.2AMD) to this AMD concentration, the same population after a long period of adaptation (F0.2LA; P65 + 0.05AMD/P70 + 0.2AMD), and the population F0.2LA in its reversion to the 0.05 µg/ml of AMD before (R0.05NA; P65 + 0.05AMD/P70 + 0.2AMD/P5 + 0.05A) and after (R0.05A; P65 + 0.05AMD/P70 + 0.2AMD/P20 + 0.05A) adaptation to this new condition. Most of these populations, with the exception of the long-adapted populations and those reverting to 0.05 µg/ml of AMD, had been previously described (17). A workflow diagram of the history and relationship between these populations is shown in Fig. 1.

Infections were carried out in the FRhK-4 cell line under each specific AMD condition, and progenies were recovered between 5 and 7 days after infection as previously described (17). The infected virus titers (50% tissue culture infective doses [TCID50]) were also obtained in FRhK-4 cell monolayers in the absence of AMD. Genome copy numbers were determined using a previously described standardized quantitative PCR (qPCR) method which includes both RNA extraction and reverse transcription-PCR (RT-PCR) inhibition controls (21–23). Five microliters of samples was boiled and used in a one-step real-time RT-PCR based on the amplification of a fragment from the 5′ noncoding region (NCR) (21). Virus and genome copy yields per cell were calculated taking into consideration the average cell viabilities at days 4, 5, 6, and 7, which were 78% and 9% for 0.05 µg/ml and 0.2 µg/ml of AMD, respectively.

Plaque assays were also performed in FRhK-4 cells as previously described (24), in the absence or in the presence of 0.05 µg/ml of AMD, which was added to the agarose overlay medium. The highest concentration, 0.2 µg/ml of AMD, was not tested due to its high toxicity at 10 days postinfection when monolayers were fixed with 4% formaldehyde and stained with crystal violet.

Production of concentrated viral stocks. Suspensions with high virus concentration were used for the analysis of recognition by different monoclonal antibodies (MAbs).

For each population, concentrated viral stocks were obtained as previously described (25). Briefly, at 5 to 6 days postinfection under each specific condition of AMD, infected cells (multiplicity of infection [MOI] of 1) from a T-175 flask were harvested by trypsin treatment, collected by centrifugation, resuspended in 500 µl of NF buffer (0.1 M NaCl, 10 mM Tris-HCl, 1% NP-40, pH 7.4), and incubated for 30 min at room temperature. These lysed cell suspensions were centrifuged at 1,700 × g for 5 min, and the supernatants were again centrifuged at 13,000 × g for 5 min. Viruses recovered in the supernatants were subjected to three sonication cycles of 30 at 60 W in the presence of 0.4% SDS.

Recognition by H7C27, K34C8, and K24F2 monoclonal antibodies. Recognition of HAV particles from the different populations with MAbs H7C27, K34C8, and K24F2 was tested. H7C27 MAb recognizes the glycoprotein A binding site (26, 27), while K34C8 and K24F2 MAbs are directed against the immunodominant site (26). While K24F2 and H7C27 epitopes are present in the protomers, procapsids, and capsids, the epitope recognized by the K34C8 MAb is present only in procapsids and capsids (28). For the recognition with each individual MAb, a sandwich enzyme-linked immunosorbent assay (ELISA) was performed (29), in which particles were captured by a convalescent-phase serum and detected with H7C27, K34C8, or K24F2 MAb. All MAbs were used at the highest dilution yielding recognition of the pHM175 43c strain of HAV. This strain, although resistant to neutralization by MAb K24F2 (26), still shows antibody binding (30) and is well recognized by ELISA at a high concentration of the antibody (31). Thus, the dilutions used were 1/10,000 for H7C27 and K34C8 MAbs and 1/250 for K24F2 MAb. An average of 1.5 × 105 TCID50 per well was used. Mock-infected FRhK-4 cell extracts were used as negative controls. Three different stocks for each population were tested.

Resistance to high temperature, acid pH, and biliary salts. Treatments at 61°C for 5 min, pH 2 for 1 h at 37°C, and 1% biliary salts for 4 h at 37°C were performed, and the resistance of each population was evaluated. To quantify virus decay, a control test of nontreated viruses kept for the same length of time at 37°C was run in parallel. The log10 reduction of the virus titer after each treatment compared with the infectious titer of the parallel nontreated virus control was determined. Three different stocks for each population were tested.

Determination of cell binding capacity. Cell binding capacity was estimated by figuring the difference in infectious virus titer of added inocula on monolayers of FRhK-4 cells (MOI of 1) between 0 and 120 min of adsorption. This difference, expressed as percentage of the initial titer, was used as an estimation of the cell binding capacity. Three different stocks for each population were tested.

Determination of RNA uncoating time. The classical method of virus replication in the presence of neutral red was used to determine the RNA uncoating time of the different populations (32). Briefly, neutral red is incorporated into capsids of viruses grown in its presence, which become photosensitive. Intact viruses remain viable while kept in the dark; however, in the presence of light their RNA is inactivated. When RNA is already uncoated, viruses are no longer photosensitive. Thus, light treatments of viruses at different times after adsorption may be used as a measure of the uncoating process. Virus stocks in the presence of 0.001%
neutral red and the corresponding AMD concentration were produced for each population in absolute darkness by infecting FRhK-4 cell monolayers at an MOI of 1. At 5 days postinfection, cells were lysed by three cycles of freeze-thawing at $-80^\circ$C and cell debris was removed by low-speed centrifugation. Viruses present in the supernatant were titrated by the TCID$_{50}$ as described above, and seven replicas were made, each corresponding to time zero and 1, 3, 6, 9, 12, and 24 h after adsorption when microtiter plates were lit up. All manipulations were done under red light. The time when RNA was uncoated in 50% of the virus population (UT$_{50}$) was estimated from the time kinetics. Three different stocks for each population were tested.

**Determination of specific infectivity.** Specific infectivity was determined in supernatants of infected cells as an indication of the number of viruses required to achieve an infectious cycle. FRhK-4 cell monolayers were infected with the different populations at an MOI of 0.1, and culture medium supernatants were collected at 5 days postinfection. Cell debris was removed through a two-step centrifugation (1,700g for 5 min followed by 13,000g for 5 min), and the resulting supernatants were analyzed. Specific infectivity in these culture medium supernatants was figured by dividing the number of infectious units by the number of genome copies per ml. Infectious units and genome copies were determined as described above. Three different stocks for each population were tested.

**Genomic analysis.** Codon and anticodon usages of each viral population were inferred through the analysis of the sequences of 50 molecular clones of two capsid genomic regions (comprising codons 1 to 123 of VP3 and 85 to 245 of VP1) and compared with codon and anticodon usage of the host cell as previously described (17, 33). Anticodon usage variation was estimated through codon usage variation assuming a model based on the frequency of the codons, the anticodon degeneracy, and the codon-anticodon match pairing preferences (17, 33). Anticodons were sorted into two groups: those used by the cell at a frequency between 0 and 60% and those used at a frequency between 60 and 100%. The relative usage variation of each anticodon compared with the initial L0 population for each population was figured. The dinucleotide content, particularly CpG and UpA, was also analyzed to look for variations in their number during the process of adaptation to cellular shutoff.

Additionally, a bioinformatic analysis to screen for all potential mutations in the complete capsid coding region of the pHM175 43c strain was undertaken. Mutations were first classified as synonymous (Syn) or nonsynonymous (NSyn) and as transitions (Ts) or transversions (Tv). Any mutation induces a codon change, and the newly generated codons were further sorted as being similarly frequent (within a 10% range), less frequent (below 10%), or more frequent (above 10%) than the original ones with respect to the cell host codon usage, as an indication of the adaptation to the cellular tRNA pool. The relationship between mutation type and the change to a new codon used at a different frequency by the host cell was figured.

**Statistical analysis.** Global statistical differences between the different virus populations regarding ratios of MAb recognition, physical stability, cell binding capacity, uncoating times, fitness, ratios between different virus particles, specific infectivity, and plaque size were assessed by using the analysis of variance (ANOVA). Particular differences between pairs of
TABLE 1 Recognition of the different HAV populations by monoclonal antibodies H7C27, K34C8, and K24F2.

<table>
<thead>
<tr>
<th>Population</th>
<th>H7C27</th>
<th>K34C8</th>
<th>K24F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0</td>
<td>0.20 ± 0.001 A</td>
<td>0.22 ± 0.001 A</td>
<td>0.28 ± 0.002 A</td>
</tr>
<tr>
<td>F0.05NA</td>
<td>0.17 ± 0.001 A</td>
<td>0.20 ± 0.0002 A</td>
<td>0.22 ± 0.004 B</td>
</tr>
<tr>
<td>F0.05A</td>
<td>0.19 ± 0.001 A</td>
<td>0.20 ± 0.002 A</td>
<td>0.22 ± 0.004 B</td>
</tr>
<tr>
<td>F0.05LA</td>
<td>0.37 ± 0.005 B</td>
<td>0.89 ± 0.03 B</td>
<td>0.12 ± 0.005 C</td>
</tr>
<tr>
<td>F0.2NA</td>
<td>0.19 ± 0.001 A</td>
<td>0.20 ± 0.002 A</td>
<td>0.19 ± 0.003 B</td>
</tr>
<tr>
<td>F0.2A</td>
<td>0.46 ± 0.005 C</td>
<td>0.28 ± 0.002 C</td>
<td>0.27 ± 0.002 A</td>
</tr>
<tr>
<td>F0.2LA</td>
<td>0.25 ± 0.004 A</td>
<td>0.25 ± 0.002 A, C</td>
<td>0.18 ± 0.006 B</td>
</tr>
<tr>
<td>R0NA</td>
<td>0.37 ± 0.007 B</td>
<td>0.95 ± 0.005 B</td>
<td>0.12 ± 0.003 C</td>
</tr>
<tr>
<td>R0A</td>
<td>0.33 ± 0.009 B</td>
<td>0.90 ± 0.005 B</td>
<td>0.10 ± 0.030 C</td>
</tr>
<tr>
<td>R0.05NA</td>
<td>0.37 ± 0.010 B</td>
<td>0.99 ± 0.006 B</td>
<td>0.12 ± 0.002 C</td>
</tr>
<tr>
<td>R0.05A</td>
<td>0.36 ± 0.009 B</td>
<td>1.02 ± 0.004 B</td>
<td>0.11 ± 0.003 C</td>
</tr>
</tbody>
</table>

* Values include are described in Fig. 1.
* Values represent the mean ± standard error of ELISA absorbance values of three different virus stocks. Statistically significant differences (P < 0.001) between pairs of populations are indicated by different letters; populations with the same letter are not significantly different.

RESULTS

Capsid folding is dependent on cellular shutoff conditions. We analyzed whether changes in codon usage during selection under cellular translation shutoff induced folding changes in the HAV capsid. To do so, we studied the antigenicity and stability of the capsid in HAV populations adapted or not to different shutoff conditions. L0 and F0.05A populations were used as baseline controls for the process of adaptation to 0.05 and 0.2 µg/ml of AMD, respectively (Fig. 1). Similarly, F0.05A and F0.2LA populations were the controls for the reversion processes to absence and 0.05 µg/ml of AMD, respectively (Fig. 1).

The antigenic structure was analyzed through the recognition by H7C27, K34C8, and K24F2 MAbs (Table 1). The ratio between the recognition with H7C27 and K24F2 MAbs and K34C8 and K24F2 MAbs was also calculated to normalize differences in antigen yields among the populations as well as interassay variations (Fig. 2). The adaptation to grow in 0.05 µg/ml (Fig. 2A and E) and 0.2 µg/ml (Fig. 2C and G) of AMD resulted in the selection of viral populations with significantly different antigenicities (P < 0.001) as assessed by the increase in the H7C27/K24F2 (Fig. 2A and C) and K34C8/K24F2 (Fig. 2E and G) MAb reaction ratios. The same pattern of significant (P < 0.001) increases of these ratios was also observed during the reverse processes from 0.05 µg/ml to 0.05 and 0.2 µg/ml of AMD (Fig. 2D and H). As a general rule, increases in the H7C27/K24F2 ratio were mainly due to both a significant increase (P < 0.001) of recognition by MAb H7C27 and a significant decrease (P < 0.001) of recognition by MAb K24F2, with the exceptions of population F0.2A, which showed only a significant increase (P < 0.001) of recognition by MAb H7C27, and populations F0.05A and F0.2LA, which showed only a significant decrease (P < 0.001) of recognition by MAb K24F2 (Table 1). Similarly, in the case of the K34C8/
K24F2 ratio, increases were mainly due to a concomitant increase of the recognition by MAb K34C8 and a decrease of recognition by MAb K24F2 (Table 1) with the exceptions of populations F0.05NA, F0.05A, and F0.2LA, which showed only a significant decrease (P < 0.001) of recognition by MAb K24F2 (Table 1).

Many of the mutations inducing codon usage changes during the process of adaptation also induced amino acid replacements (F0.05A, S134G and I85V in VP2 and VP1, respectively; F0.05LA, A12E in VP3; F0.2A, I142M in VP3; F0.2LA, S43P in VP1; sequences available at GenBank), which in turn may be the reason for the changes in antibody recognition. However, none of the detected amino acid replacements were located at the described epitopes. On the other hand, several observations indicate that codon-usage-driven capsid folding changes could, at least in part, contribute to alterations in the immunological recognition. Non-adapted populations showed no “fixed” mutations of any kind, and in the quasispecies, only a few mutations were detected, which did not produce significant changes in codon usage. However, these populations showed altered recognition patterns anyway. Highly evident examples are F0.05A/R0NA and F0.2LA/R0.05NA pairs of populations, which in spite of being practically identical at the genomic level showed very important and significantly (P < 0.001) different recognition patterns (Table 1 and Fig. 2B, D, F, and H). In both cases, changes in the growing conditions (from 0.05 µg/ml of AMD to absence of the drug and from 0.2 µg/ml to 0.05 µg/ml of AMD) strongly influenced capsid folding.

The physical stability of the different populations under extreme conditions was also tested, including stability at 61°C for 5 min, at pH 2 for 1 h at 37°C, and in the presence of 1% biliary salts at 37°C. The adaptation process to 0.05 µg/ml of AMD induced a significant titer reduction in the presence of bile salts (Fig. 3I; P < 0.001) and acid pH (Fig. 3E; P < 0.05). During the process of return from 0.05 µg/ml of AMD to absence of the drug, a population with a very low stability to acid pH (Fig. 3F; P < 0.001) was selected. In contrast, during this return process, the stability of populations to bile salts significantly (P < 0.05) increased (Fig. 3J). Stability to high temperature remained stable during these two processes. Adaptation to 0.2 µg/ml of AMD in-

**FIG 3** Changes in capsid folding measured through the analysis of the stability under extreme conditions of the different populations selected during the processes of adaptation to changing AMD concentrations. (A through D) Virus stability after 5 min at 61°C. (E through H) Virus stability after 1 h at pH 2. (I through L) Virus stability after 4 h in 1% bile salts. Stability under a particular treatment was measured as the loss of virus infectivity due to this treatment, and it is expressed as the log<sub>10</sub> reduction. Populations tested are described in Fig. 1. Values represent the mean ± standard error of three different virus stocks. Statistically significant differences (particular P levels are described in the text) between pairs of populations within each panel are indicated by different letters; populations with the same letter are not significantly different.

---

**K24F2 ratio**, increases were mainly due to a concomitant increase of the recognition by MAb K34C8 and a decrease of recognition by MAb K24F2 (Table 1) with the exceptions of populations F0.05NA, F0.05A, and F0.2LA, which showed only a significant decrease (P < 0.001) of recognition by MAb K24F2 (Table 1).

Many of the mutations inducing codon usage changes during the process of adaptation also induced amino acid replacements (F0.05A, S134G and I85V in VP2 and VP1, respectively; F0.05LA, A12E in VP3; F0.2A, I142M in VP3; F0.2LA, S43P in VP1; sequences available at GenBank), which in turn may be the reason for the changes in antibody recognition. However, none of the detected amino acid replacements were located at the described epitopes. On the other hand, several observations indicate that codon-usage-driven capsid folding changes could, at least in part, contribute to alterations in the immunological recognition. Non-adapted populations showed no “fixed” mutations of any kind, and in the quasispecies, only a few mutations were detected, which did not produce significant changes in codon usage. However, these populations showed altered recognition patterns anyway. Highly evident examples are F0.05A/R0NA and F0.2LA/R0.05NA pairs of populations, which in spite of being practically identical at the genomic level showed very important and significantly (P < 0.001) different recognition patterns (Table 1 and Fig. 2B, D, F, and H). In both cases, changes in the growing conditions (from 0.05 µg/ml of AMD to absence of the drug and from 0.2 µg/ml to 0.05 µg/ml of AMD) strongly influenced capsid folding.

The physical stability of the different populations under extreme conditions was also tested, including stability at 61°C for 5 min, at pH 2 for 1 h at 37°C, and in the presence of 1% biliary salts at 37°C. The adaptation process to 0.05 µg/ml of AMD induced a significant titer reduction in the presence of bile salts (Fig. 3I; P < 0.001) and acid pH (Fig. 3E; P < 0.05). During the process of return from 0.05 µg/ml of AMD to absence of the drug, a population with a very low stability to acid pH (Fig. 3F; P < 0.001) was selected. In contrast, during this return process, the stability of populations to bile salts significantly (P < 0.05) increased (Fig. 3J). Stability to high temperature remained stable during these two processes. Adaptation to 0.2 µg/ml of AMD in-
TABLE 2  Fitness, specific infectivities, and plaque diameters of the different HAV populations

<table>
<thead>
<tr>
<th>Population</th>
<th>$\log_{10}(TCD\text{ID}_{50}/\text{cell})^a$</th>
<th>Specific infectivity$^b$</th>
<th>Diam (cm)$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0</td>
<td>1.43 ± 0.04 A</td>
<td>0.04 ± 0.01 A/125</td>
<td>0.20 ± 0.02 A</td>
</tr>
<tr>
<td>F0.05NA</td>
<td>0.73 ± 0.12 B</td>
<td>0.08 ± 0.02 A/12</td>
<td>0.33 ± 0.04 B</td>
</tr>
<tr>
<td>F0.05A</td>
<td>1.54 ± 0.08 A</td>
<td>0.12 ± 0.03 B/18</td>
<td>0.61 ± 0.03 C</td>
</tr>
<tr>
<td>F0.05LA</td>
<td>1.64 ± 0.05 A</td>
<td>0.07 ± 0.03 A/14</td>
<td>0.61 ± 0.04 C</td>
</tr>
<tr>
<td>F0.2NA</td>
<td>1.07 ± 0.13 B</td>
<td>0.05 ± 0.02 A/20</td>
<td>0.44 ± 0.05 D</td>
</tr>
<tr>
<td>F0.2A</td>
<td>1.70 ± 0.12 A</td>
<td>0.44 ± 0.12 C/2</td>
<td>0.73 ± 0.03 E</td>
</tr>
<tr>
<td>F0.2LA</td>
<td>1.39 ± 0.14 A,B</td>
<td>0.04 ± 0.02 A/20</td>
<td>0.71 ± 0.04 E</td>
</tr>
<tr>
<td>R0NA</td>
<td>1.01 ± 0.17 B</td>
<td>0.43 ± 0.14 C/2</td>
<td>0.49 ± 0.03 D</td>
</tr>
<tr>
<td>R0A</td>
<td>1.70 ± 0.12 A</td>
<td>0.36 ± 0.12 C/13</td>
<td>0.56 ± 0.03 C,D</td>
</tr>
<tr>
<td>R0.05NA</td>
<td>0.85 ± 0.25 C</td>
<td>0.32 ± 0.05 C/13</td>
<td>0.59 ± 0.04 C</td>
</tr>
<tr>
<td>R0.05A</td>
<td>1.60 ± 0.18 A</td>
<td>0.26 ± 0.01 C/14</td>
<td>0.55 ± 0.06 C,D</td>
</tr>
</tbody>
</table>

$^a$ Populations included are described in Fig. 1.
$^b$ Fitness was measured as infectious virus production per cell, expressed as $\log_{10}$ of TCID$_{50}$. Significance, $P < 0.05$.
$^c$ Specific infectivity was estimated by dividing the number of infectious particles by the number of genomes in the supernatant of infected cells. Numbers in parentheses are the average number of infectious particles per the number of physical particles. Significance, $P < 0.01$.
$^d$ Average diameter of 20 plaques. Significance, $P < 0.001$.

*Values represent the mean ± standard error of three different virus stocks. Statistically significant differences between pairs of populations are indicated by different letters; populations with the same letter are not significantly different.

produced significant titer reductions at high temperature (Fig. 3C; $P < 0.001$) and acid pH (Fig. 3G; $P < 0.001$) and significant changes of stability to bile salts (Fig. 3K; $P < 0.001$) but with no clear patterns of increase or decrease. During the process of return from 0.2 $\mu$g/ml of AMD to 0.05 $\mu$g/ml of AMD, stability to high temperature (Fig. 3D) and bile salts (Fig. 3L) significantly increased ($P < 0.05$). Stability under acid pH (Fig. 3H) first significantly increased ($P < 0.001$) and thereafter significantly decreased ($P < 0.05$).

All these results confirmed the occurrence of capsid folding changes associated with changing cellular shutoff conditions.

The dynamics of the cell entry process is dependent on cellular shutoff conditions. The consecutive adaptation of HAV, first to low (0.05-$\mu$g/ml AMD) and thereafter to high (0.2-$\mu$g/ml AMD) cellular shutoff conditions (Fig. 1), was always associated with important fitness losses, in terms of virus production (F0.05NA versus L0 and F0.2NA versus F0.05A populations; Table 2), which were subsequently recovered (F0.05A versus L0 and F0.2A versus F0.05A populations; Table 2). This dynamics of fitness loss followed by fitness recovery was not exclusive of the process of adaptation to increasing levels of cellular shutoff. In fact, it was also observed in the reverting processes from 0.05 $\mu$g/ml AMD to absence of the drug (R0NA versus F0.05A and R0A versus F0.05A; Table 2) and from 0.2 $\mu$g/ml AMD to 0.05 $\mu$g/ml AMD (R0.05NA versus F0.02LA and R0.05A versus F0.02LA; Table 2).

Since capsid folding may be critical for the initiation of the replicative cycle and this initiation in turn may affect the overall fitness, both receptor interaction and uncoating patterns of the different populations were analyzed as essential steps of the entry process.

During the process of adaptation to 0.05 $\mu$g/ml of AMD, there were significant changes in the efficiency of interaction with the receptor that could explain fitness changes (Fig. 4 and Table 2). The nonadapted F0.05NA population showed a statistically signifi-
significant ($P < 0.05$) decrease of binding to FRhK-4 cells compared with the parental L0 population (Fig. 4A) as well as a significant decrease ($P < 0.001$) of the virus production per cell (Table 2), while the adapted F0.05A population recovered both binding capacity (Fig. 4A) and virus production (Table 2). In contrast, no significant changes in the uncoating times were observed during the adaptation to this low degree of cellular shutoff, with very similar times for a 50% uncoating ($UT_{50}$) among L0, F0.05NA, and F0.05A populations, all of them around 17 to 18 h (Fig. 4E). With regard to the very long adapted population F0.05LA, no significant differences in its binding capacity or in its $UT_{50}$ were observed in comparison with both the F0.05A and L0 populations (Fig. 4A and E), in spite of a significant change in folding (see above; also Fig. 2). Interestingly, during the reversion from 0.05 to 0.00 μg/ml of AMD, the R0NA population did show a statistically significant ($P < 0.05$) decrease in the cell binding capacity (Fig. 4B), which again correlated with a significant decrease ($P < 0.05$) in the virus production per cell (Table 2), and the adapted population R0.05A recovered both fitness (Table 2) and cell binding capacity (Fig. 4B). Since no changes in the uncoating times were observed in any of the populations adapting to 0.05 μg/ml of AMD and returning to 0.00 μg/ml of AMD (Fig. 4E and F), the observed fitness losses and recoveries could be associated with capsid folding changes affecting the cell binding capacity.

The same analysis was performed during the process of adaptation to 0.2 μg/ml of AMD. Population F0.2NA, which was still nonadapted to the new conditions of high-level cellular shutoff, showed a significant ($P < 0.05$) fitness loss compared to its predecessor population F0.05A (Table 2). Remarkably, this loss did not correlate either with a decrease in the cell binding capacity (Fig. 4C) or with an increase in the uncoating time (Fig. 4G). Instead, it could be due to the cell mortality (90% at 4 days) caused by the high AMD concentration (2). However, the fitness recovery observed in the adapted F0.2A population did correlate with an impressive decrease ($P < 0.005$) in the uncoating time (Fig. 4G), with a $UT_{50}$ of only 3 h compared to 17 h for F0.05A, in spite of a concomitant decrease in the cell binding capacity (Fig. 4C). Additionally, the long-adapted population F0.2LA showed a phenotype with a recovered cell binding capacity and still maintained a short uncoating time (Fig. 4C and G), although fitness remained unaltered. Regarding the reverse process, from 0.2 μg/ml to 0.05 μg/ml of AMD, again fitness loss followed by fitness recovery was observed (Table 2). In this particular case, again, fitness loss could not be explained by a decrease in the cell binding efficiency or a significant increase in the uncoating time (Fig. 4D and H) and not even by toxic side effects affecting cell viability since under this condition of 0.05 μg/ml of AMD cell mortality was much lower. But even more unexpectedly, fitness recovery was not due to an increase in the cell binding capacity or a decrease of the uncoating time (Fig. 4D and H).

**Selection of large-plaque-producing populations during the process of adaptation to cellular shutoff.** Remarkably, adaptation to cellular shutoff resulted in the selection of large-plaque-producing virus populations (F0.05A, F0.05LA, F0.2A, and F0.2LA populations; Table 2 and Fig. 5) with significantly ($P < 0.001$) larger plaque diameters, which were 2- to 3-fold larger than those of the parental virus. These increases in plaque diameter correlated with a significant ($P < 0.01$) increase of the specific infectivity in populations F0.05A and F0.2A (Table 2). However, long-term-adapted F0.05LA and F0.2LA populations decreased again their specific infectivity to basal levels, keeping the plaque diameter unaltered with respect to that of F0.05A and F0.2A populations, respectively (Table 2). Other exceptions were those populations in the process of readaptation to their original conditions (R0NA and R0.05NA) and those already readapted (R0A and R0.05A), which, in spite of showing significantly ($P < 0.01$) increased specific infectivity, kept or even decreased the plaque diameter (Table 2).

As stated above, any change in cellular shutoff conditions was associated with significant ($P < 0.05$) losses in fitness which were recovered after adaptation (Table 2). Interestingly, in most cases these fitness variations positively correlated with plaque diameter.

![Fig 5 Plaques of the populations adapted to different AMD concentrations. (A) L0; (B) F0.05A; (C) F0.05LA; (D) F0.2A; (E) F0.2LA; (F) mock-infected cells. Populations are described in Fig. 1.](image-url)
(Table 2). However, while fitness gains were never observed, plaque diameter progressively increased during the processes of adaptation to increasing cellular shutoff. In contrast, during the processes of reversion the plaque diameter never increased (Table 2). In turn, during the process of adaptation to increasing levels of cellular shutoff, fitness recoveries were associated with increases of specific infectivity (Table 2).

Large-plaque-producing populations may emerge because, under conditions of cellular shutoff, more resources are available for the virus. In fact, plaque diameter significantly increased by simply transferring the L0 population to conditions of cellular shutoff (F0.05NA versus L0; Table 2). However, the underlying mechanism of the large-plaque-phenotype selection is much harder to anticipate, as evidenced by the impressive increases after adaptation to shutoff (F0.05A versus F0.05NA and F0.2A versus F0.2NA; Table 2). Understanding the complex dynamics of fitness, specific infectivity, and plaque diameter requires an additional in-depth analysis of the codon usage evolution.

**Codon deoptimization versus codon optimization as underlying mechanism of genomic evolution to ensure highest specific infectivity during adaptation to cellular shutoff.** In order to explain the unexpected lack of correlation between fitness, specific infectivity, and plaque diameter of the populations selected during the reversion processes as well as of the long-adapted populations, codon usage variations in their mutant spectra were analyzed.

Population F0.05A, selected after 65 passages in the presence of 0.05 μg/ml of AMD, and population F0.2A, selected after 65 passages in the presence of 0.05 μg/ml of AMD and 40 passages in the presence of 0.2 μg/ml of AMD (Fig. 1), evolved through a codon usage deoptimization (Fig. 6A and D) which was characterized by a decrease of codons pairing with anticodons abundantly used by the cell (60% to 100% of use) and an increase of codons pairing with anticodons not abundantly used by the cell (0% to 60% of use). This deoptimization pattern was kept in populations F0.05LA, selected after 120 passages in the presence of 0.05 μg/ml, and F0.2LA, selected after 65 and 70 passages in the presence of 0.05 μg/ml and 0.2 μg/ml of AMD, respectively (Fig. 6B and E). Later on, the latter populations, F0.05LA and F0.2LA, showed an additional codon optimization process (Fig. 6H and K). This codon optimization involved a decrease in codons pairing with anticodons not abundantly used by the cell and an increase in codons pairing with anticodons abundantly used by the cell. This implies a combined process of codon deoptimization/optimization, compared to that of the cell, in the populations long-adapted to both 0.05 and 0.2 μg/ml of AMD. Interestingly, the processes of codon deoptimization (F0.05A and F0.02A) and combined codon deoptimization/optimization (F0.05LA and F0.2LA), correlated respectively, with significant increases and decreases (P < 0.05) of the specific infectivity (Table 2). Populations R0A and R0.05A, which were readapted to their original conditions after 20 passages, showed a very high specific infectivity (Table 2). In the R0A population, a reduction in codon deoptimization (Fig. 6C) and an increase in codon optimization (Fig. 6I) were observed compared with its parental type (F0.05A). However, the adaptation in the reverse processes was toward lower levels of cellular shutoff, the opposite of the situation of the forward processes; hence, interpretations of the biological consequences of codon deoptimization and optimization must therefore be opposed. In summary, the R0A population evolved by mostly deoptimizing its codon usage to adapt to conditions of noncellular shutoff and this correlated with a high specific infectivity. To what extent the evolving process of R0.05A population was also driven by a codon deoptimization is much harder to evaluate due to the complex codon usage variation of its parental population (F0.2LA). Furthermore, a reduction in the specific infectivity after additional passages under conditions of no shutoff cannot be ruled out.

In addition, the CpG and UpA content of the genomic capsid region tended to decrease during the process of adaptation to
cellular shutoff. At the quasispecies level, the average CpG and UpA numbers per sequence, in the VP1 and VP3 fragments analyzed, suffered very small variations, from 3 to 2 and from 35 to 34, respectively.

The need to change the codon usage combined with the transition mutation bias and the HAV capsid genomic composition explains the amino acid replacements selected during the adaptation to the different conditions of cellular shutoff. Many of the mutations that appeared during the processes of adaptation to changing conditions of cellular shutoff induced codon usage changes but also amino acid replacements, which in turn may explain the changes in capsid folding and function. Nevertheless, while the same amino acid sequences were shared in each pair of the populations L0/F0.05NA, F0.05A/F0.2NA, F0.05A/R0NA, and F0.2LA/R0.05NA, differences in MAb recognition patterns (Fig. 2), physical stabilities (Fig. 3), and cell binding capacities/uncoating times (Fig. 4) were shown, indicating that shutoff conditions play an important role in capsid folding and function, eventually driven by codon usage.

In an attempt to explain these amino acid replacements, an analysis of all potential mutations in the capsid region of the pHM175 43c strain of HAV was undertaken. Mutations were classified as synonymous (Syn) or nonsynonymous (NSyn) and as transitions (Ts) or transversions (Tv). The new generated codons after mutation are classified as belonging to the same-frequency class (within a 10% range), a lower-frequency class (below 10%), or a higher-frequency class (above 10%) compared with the original ones with respect to cell host codon usage.

### TABLE 3 Potential generation of mutations inducing codon usage changes in the HAV capsid coding region

<table>
<thead>
<tr>
<th>Type of mutation&lt;sup&gt;a&lt;/sup&gt;</th>
<th>No. by frequency class&lt;sup&gt;b&lt;/sup&gt;:</th>
<th>Same</th>
<th>Lower</th>
<th>Higher</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syn Ts&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td>76</td>
<td>281</td>
<td>450</td>
<td>807</td>
</tr>
<tr>
<td>Nsyn Ts&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td>677</td>
<td>519</td>
<td>312</td>
<td>1,508</td>
</tr>
<tr>
<td>Syn Ts&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td>116</td>
<td>384</td>
<td>287</td>
<td>787</td>
</tr>
<tr>
<td>Nsyn Ts&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td>1,626</td>
<td>1,065</td>
<td>970</td>
<td>3,661</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2,495</td>
<td>2,249</td>
<td>2,019</td>
<td>6,763</td>
</tr>
</tbody>
</table>

<sup>a</sup> Mutations are classified as synonymous (Syn) or nonsynonymous (NSyn) and as transitions (Ts) or transversions (Tv).

<sup>b</sup> The new generated codons after mutation are classified as belonging to the same-frequency class (within a 10% range), a lower-frequency class (below 10%), or a higher-frequency class (above 10%) compared with the original ones with respect to cell host codon usage.

### DISCUSSION

The degeneracy of the genetic code makes possible an amazingly large number of different nucleotide sequences encoding a given protein. In the particular case of the HAV capsid polyprotein, its 791-amino-acid-long sequence can be encoded by $3.8 \times 10^{3965}$ different RNA sequences, all of them translating exactly the same protein sequence (determined as described in reference 35). Additionally, the number of RNA sequences among the swarm of mutants of HAV could even be higher, since there are amino acid positions that allow several alternatives (34). The typical quasispecies dynamics, with the continuous generation of competing viral genomes and the selection of the fittest mutant distribution in a given environment, contributes to dynamically shape the actual sequence space (36). Among the selective constraints that limit the diversity of the mutant distributions of the HAV capsid coding region, the bottlenecks imposed during the biological cycle in the host are noteworthy (22, 27), as well as the need to finely control the translation kinetics in this specific genomic region through the use of clusters of rare codons which define translation attenuation patterns (15, 17). The particular codon usage (codon bias) of an organism reflects the evolutionary forces acting within its genome (37, 38) and contributes to drastically reducing the actual sequence space. In the virus world, at least four mechanisms underlying such a bias exist: mutational bias or the specific nucleotide composition (39–42); translation selection, or the optimal codon adaptation to the tRNA pool in order to get a highly efficient and accurate translation (43–47); fine-tuning translation kinetics selection, or the right combination of abundant and rare codons to allow a regulated ribosome traffic rate that temporally separates protein folding events, ensuring “beneficial” and avoiding “unwanted” interactions within the growing peptide (17); and selection for mechanisms to escape the antiviral cell responses (48, 49).

Except the last, all these mechanisms are shared in all organisms (50), and it is likely that a combination of all of them is the actual evolutionary force shaping the codon usage of HAV. In fact, HAV shows an extremely low CpG content (35, 51, 52) that can be related to the need to avoid as much as possible the antiviral cell responses (53) and which, together with the genomic composition (51, 53) and the regulation of the translation kinetics (17), contributes to the final codon usage outcome. Fine-tuning translation kinetics selection has been predicted through genomic proxies (17), and in the present study, the relationship between codon usage and protein folding in the capsid region was investigated.

Remarkably, any change in cellular protein synthesis shutoff conditions induced significant modifications of capsid folding, as can be seen through the antigenic structure. These modifications were also observed in the physical properties of the capsids, and during the adaptation to increasing levels of cellular shutoff, there was a general tendency toward the loss of the otherwise highly stable phenotype of HAV at high temperature, at low pH, and in the presence of biliary salts. The phenotype of the population long adapted to a high level of cellular shutoff was more similar to that of other picornaviruses than to that of the parental HAV (54–56). However, as predicted by the quasispecies theory (57), each population evolved in a particular manner in each specific environment as evidenced during the processes of readaptation to the original conditions. Accordingly, while the distribution of codons into the different-frequency classes was reverted, some particular genomes with mutations involved in the process of adaptation to
cellular shutoff were rapidly replaced as a result of the quasispecies memory (58, 59), but other genomes with compensatory mutations emerged, and consequently, the readapted populations did not always recover the original capsid phenotypes. In contrast, fitness, understood as the production of infectious viruses, was always recovered although it never increased. Fitness is the ultimate goal of selection, and in the particular case of HAV adaptation to different conditions of cellular shutoff, this selection is exerted through adaptation of its capsid codon usage, which in turn affects capsid folding and function.

The influence of the level of codon optimization in the variations of HAV specific infectivity is remarkable, and while in poliovirus codon-deoptimized viruses show lower specific infectivity (60, 61), in HAV the contrary is the rule. HAV has evolved to a naturally deoptimized codon usage (16) and a very high specific infectivity (around 1/25) compared with other picornaviruses (60–62). HAV genomic adaptation to cellular shutoff followed a two-phase pattern consisting, first, of codon deoptimization, whose underlying pressure must be the control of the translation kinetics, followed thereafter by codon optimization, whose underlying pressure must be a highly efficient translation. Experiments are in progress to test the influence of the different codon usage patterns of the different populations on the speed of translation. Codon deoptimization (populations F0.05A, F0.2A, and R0A) correlated with increases (up to 1/2) in the specific infectivity, while an initial deoptimization followed by codon optimization (populations F0.05LA and F0.2LA) correlated with decreases (down to parental levels) in specific infectivity. However, population R0.05A did show a very high specific infectivity, in spite of a mixed pattern of codon variation. Nonetheless, the biological consequence of this complex pattern, which reflects the memory of the quasispecies (56), is very difficult to evaluate. Additionally, as stated above, adaptation to changing levels of cellular shutoff is a two-phase process. During the first phase, there is the need to be highly efficient (high specific infectivity) to overcome a very critical change. This first phase was shown in populations F0.05A and F0.2A and in populations R0A and R0.05A. During the second phase, once the first adaptation process was completed, F0.05LA and F0.2LA populations continued to evolve without the need to be highly efficient (low specific infectivity). This second phase could not be evaluated during the reverse processes, since long-adapted populations were not obtained.

Capsid folding greatly contributes not only to fitness but also to specific infectivity. What determines the latter parameter, which is defined as the ratio between infectious and physical particles and provides an indication of the number of particles required to achieve an infectious cycle, is far from clear. Failures at any step during an infectious cycle may lead to an abortive cycle (61). These failures may be at the level of receptor binding, internalization and uncoating, initiation of genome translation, translation elongation, RNA replication, capsid formation, RNA encapsidation, and capsid maturation. Specific infectivity is environment dependent (57), and consequently, the observed variations during adaptation to different conditions of cellular shutoff are not surprising.

HAV has a very inefficient internal ribosome entry site (IRES) (14) whose activity should be coupled with a proper translation rate to avoid decompensation events. A single mutation at position 513 (A to G) of the IRES region appeared in population F0.2A and was conserved thereafter (sequences available at GenBank).

However, this replacement should not induce any significant change in the IRES structure due to the G:U wobble base pair, indicating that the initiation of translation did not play a critical role in the adaptation to the different shutoff conditions. Only one mutation was detected in the coding regions for the 3C protease and the 3D polymerase. Mutation A39V in the 3D polymerase appeared in population F0.05A and was maintained thereafter (sequences available at GenBank). This mutation is located close to the previously described F42L, which was associated with an increase in RNA replication (63). However, mutation A39V was not essential for the process of adaptation to the different cellular shutoff conditions since it did not correlate either with an increase of RNA replication or with the specific infectivity changes observed during the adaptation to high levels of cellular shutoff or during the reverse process to low levels of cellular shutoff or with fitness. Additionally, the substitution maintained a motif found across the Picornaviridae family since it changed from PAA (HAV and foot-and-mouth-disease virus) to PAV (enterovirus and rhinovirus).

It has been previously described that uncoating in HAV is asynchronous and extremely inefficient (64), in correlation with the here-observed UT50 of the parental type of around 18 h. The populations adapted to high levels of cellular shutoff showed a much more efficient uncoating process, with a UT50 of around 3 to 8 h, much closer to the 30 min described for poliovirus (65). Amazingly, during the process of adaptation to cellular shutoff, large-plaque-producing populations were selected, the largest being those with the shorter uncoating times, with diameters similar to those of poliovirus (66). However, next to them were populations adapted to low levels of cellular shutoff with uncoating times identical to those of the parental type, indicating that the diameter correlated with the level of codon deoptimization rather than with the uncoating time and that uncoating time was actually the consequence of the level of codon deoptimization.

The high proportion of amino acid replacements which occurred associated with the process of codon usage deoptimization may be explained by the genomic composition of the HAV P1 region combined with the high T/T rate. These replacements affected residues encoded by rare codons highly exposed at the capsid surface (17), where the tolerance to amino acid substitutions must be higher. On the other hand, rare codons are by definition low fidelity due to erroneous incorporations of near-cognate tRNAs during the long search for the low-concentration cognate tRNAs (1, 4, 5). The residues encoded by these low-fidelity rare codons are supposed to be located at sites free of structural constraints such as the outer capsid surface, and indeed, 67% of residues encoded by rare codons in the HAV capsid region are exposed at the capsid surface on the existing models (15). Interestingly, these rare codons at the capsid surface are located around the epitopes, and their replacement under normal conditions of no cellular shutoff is prevented even under the immune pressure of the MAbs K34C8 and H7C27 (67), which, however, does not eliminate the possibility of amino acid replacements due to their low-fidelity character. In contrast, these same rare codons are frequently replaced by nonsynonymous codons under conditions of cellular shutoff even without immune pressure. Hence, these nonsynonymous replacements must play a role in the antigenic changes associated with the changing cellular-shutoff conditions. However, codon usage by itself must also influence capsid folding as evidenced by the alteration of the antigenic and physical struc-
ture and function of capsids of still-nonadapted populations which did not show any changes at the genomic level. In contrast, the optimization process was characterized by a high proportion of synonymous mutations at sites encoded by rare codons but buried inside the capsid (15).

AMD may have numerous effects on the cell, including alterations in the levels of proteins involved in innate immunity. This alteration in virus-sensing proteins could affect the ability of the virus to infect and spread, possibly affecting plaque size. It has been suggested that the phenotypic effects of altering codon usage frequencies may be caused by the altered frequencies of dinucleotide pairs (60), particularly CpG and sometimes UpA, which are underrepresented in viral genomes (52). The decrease of CpG motifs in an A/U-rich background has been proposed to be a viral strategy to avoid the innate immune system (68). On the other hand, UpA dinucleotides are direct substrates for cleavage of single-stranded RNA by the antiviral RNase L (69). Both mechanisms altogether would lead to greater fitness and more virus spread. In fact, poliovirus infectivity has been greatly reduced by increasing the frequencies of CpG and UpA dinucleotides (66). Under shutdown conditions, an altered (decreased) innate response would be expected and thus an increase of the CpG and UpA content. However, in the particular case of HAV, the adaptation to cellular shutdown was associated with a very small decrease in the number of CpG and UpA dinucleotides, suggesting that the codon usage changes observed were not the consequence of a selection control over the frequencies of these dinucleotides.

Overall, the process of adaptation/reversion of HAV to conditions of increasing/decreasing cellular shutoff was driven by dynamic changes in codon usage of the capsid coding region, which would relocate the mutant spectra to positions in the sequence space with different fitness (70), through changes in the capsid conformation critical for its folding, stability, and function. HAV codon usage constitutes an additional example of what seems to be a broader phenomenon, as revealed by the role of nonoptimal codons in the control of the circadian cycle in eukaryotes (73).
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