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Level Sets: The
deforming contour is
considered as a zero
level of a higher
dimensional function

Snake: Deformation of
curves according to the
minimization of an
energy functional

Atlas: Register the labeled
atlas onto the image and
apply the obtained
transformation to the atlas

Graph Cuts: An image
represented as a graph can be

partitioned in 2 disjoint sets
Active Shape Models: Model describes objects as a linear | removing edges connecting the

combination of eigenvectors around the mean shape. The | two parts
model parameters which best fit the target image are
estimated giving the final segmentation
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Graph Cuts

* Image is represented as a graph:
* Pixels: nodes
* Edges: weights indicating similarity s

* A graph can be partitioned in 2 disjoint sets S T
removing edges connecting the two parts (red dotted line)

* Optimal bi-partitioning is the one that minimizes the cut
cost

» Ford-Fulkerson Method foreground

cut(4,B) =

UEA,V EB [Shiyan Pang et al., Sensors, 2018]
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Residual Graph

The maximum
outgoing flow
from the node t is

5 1
$

Minimum cut of this

Find the pathinthe —» Update the flow > Update the Residual Graph graph=5

Residual Graph

[T.Donwey, Donwey webpage, 2019]
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* It can be biased toward producing a small contour.
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[Shi and Malik, PAMI, 2000 ;Shree Nayar,
First Principles of CV, 2021]
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— Systematic global energy minimization
— Robust to initialization

— No seeds required

— Limited number of parameters

* Limitation: Incorporation of shape prior is challenging
* The formulation must be changed
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* Animage transformed into a graph: A
— Nodes: Voxels of the image .(' N
— Edges: Weights (W) between voxels. ‘/\‘ N7
‘I___ II
e Balance between: .
— Cost of the boundary cut(A, B)

— Size of regions

e Optimal bi-partitioning is the one that minimizes the cut cost shianmaik paw, 2000

o

cut(A, B) cut(B, A) » : o n .y (D-W)y - -

Necut(A, B) = ! : ming Ncul(x) = min — (D — W)y = ADy.
a4 B) assoc(A, V) +(L.5'50L'(B, V) (=) Y y"Dy

assoc(A,V) are the total weights of edges
connecting nodes within A. (Equiv. to B)



* Construct the Affinity matrix (W) as follows:

Scan converter
position

N*M

Affinity matrix

N*M
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 Calculate the weights as follows:

* Product of distances of spatial and intensity Gaussians

W, =G, (@)*G, (B)

X y
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Elgenvector Decomposition

* Diagonal matrix (D):

¥, >

>, g
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Weight matrix
* Eigenvector decomposition:

e Laplacian Matrix = (D-W)
* Choose the eigenvector with the second smallest eigenvalue
* Back-project to the image
* Thresholding

(a) (b)
(a) Original image with single prior. (b) The
proposed method and its normalized cut.

[E.Ruiz et.al, TIP, 2013]
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i+ Proposed Method: Example

25 cardiac MRI images of one volunteer over 1 ECG cycle
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Proposed Method: Example

e 25 cardiac MRI images of one volunteer over 1 ECG cycle

Papillary Muscles

- Blood pool: Low
* contrast and
- inhomogeneities

[E.Ruiz et.al, TIP, 2013]
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I Proposed Method: Example

e 25 cardiac MRI images of one volunteer over 1 ECG cycle

time

PO OO OO

e |
5 #

[E.Ruiz et.al, TIP, 2013]
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i+ Proposed Method: Example

* 25 cardiac MRI images of one volunteer over 1 ECG cycle




o
i':-

Il
il Random Walks

Vs

 Random walks algorithm is a graph-based segmentation method. It is
a good candidate due to its numerous advantages: [eoGrady, pami, 2006]

* Robust to noise
* Robust to weak edges
* Overcomes the drawbacks of graph cuts

* Theory:

T T
| 1 ] |
1 ] |
Cliff of Doom——/'/f : i T\—— Pit of Disaster
1 I
1

12

e ———

he falls off the Chiff of Doom on the left side with probability:

{ - X _1 1.1
4 1
2 p—1/4
2
=3-

[Source: mitopencourseware]
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* Determine the probability that a random walker starting at each
unlabeled pixel will first reach one of the seeds

Probability to reach

the red seed Seeds for
m back d and
Probability to reach ackgrount an
foreground

the blue seed
¥

The label’s seed with
maximum probability
is assigned to the
unlabeled pixel

Pixel i,j
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* Assign each pixel to the label for which it is _— ——
most likely to reach first
"‘-‘__
 Image represented as a graph: \ \
* Pixels are nodes >l

* Edges encode node similarity based on image features (weights)
* Small weights indicate less similarity and vice versa
* Partitions a graph according to the node similarity (biased by edges)

M. .1

I Segmentation
mage Graph 8
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+ Extension of Random Walks

* No seeds are required unlike the standard random walks
* Probability distribution is introduced into the random walks teosrady, cver 2005
* The new formulation allows a flexible way to introduce shape priors

efol

Shape Prior Confi dence Map

GMM + Prior

[E.Ruiz et.al., Mach Vis Appl. 2015]
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(b) (c)

Inner Ear segmentation. (a) Segmentation in 3D. (b) Slices of the 3D segmentation.

(c) Ground truth
[E.Ruiz et.al., Mach Vis Appl. 2015]
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i Deep Learning and Graph Search

Automatic segmentation of nine retinal layer
boundaries in OCT images of non-exudative
AMD patients using deep learning and graph
search

LEYUAN FANG,"?” DAVID CUNEFARE,' CHONG WANG,” ROBYN H.
GUYMER,” SHUTAO L1,2 AND SINA FARsIU™

'Departments of Biomedical Engineering Duke University, Durham, NC 27708, USA
‘College of Electrical and Information Engineering, Hunan University, Changrha 410082, China
*Centre for Eve Research Australia University of Melbourne, Department of Surgery, Roval Victorian
_Ew and Eqr Hospital, Victoria 3002, Australia
Deparmem: af Gpmhaimoiogl, Duke University Medical Center, Durham, NC 27710, USA
Hleyuan fangfdule. edu
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i+ Deep Learning and Random Walks

Semantic Segmentation Using Fully
Convolutional Networks and Random
Walk with Prediction Prior

Xiaoyu Lei®™, Yao Lu®™, Tingxi Liu®™, and Xiaoxue Shi®™¥

Beijing Laboratory of Intelligent Information Technology,
School of Computer Science, Beijing Institute of Technology,
Beijing 100081, China
{leixiaoyu,vis_yl,liutx,shixiaoxue}@bit.edu.cn

(a) Source (b) GT (¢) Deeplab (d) Deeplab+CRF (e) Deeplab+RW

I‘rior—l
Random Walk with Prior
FI=(1=5)P" e ch

Seads— Pixelwise Prediction

Prediction
L n=m#]
FCNs [

Imapge

Refine Label
Region  Region

Prediction



Attention Graph Convolution Network for Image
Segmentation in Big SAR Imagery Data

Fei Ma ', Fei Gao "*, Jinping Sun ', Huiyu Zhou ? and Amir Hussain

SAR Image
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- Urban
Farmland
- River
- Background
- Non-image

(a) Testimage

Segmentation results Convolution Layer 2 Convolution Layer 1

(b) Ground Truth
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I+ Theory: Graph Convolution Network

* It can work on data with underlying non-regular structures

* The insertion of Adjacency Matrix (A) enable the model to learn the
features of neighboring nodes

IR o~
XIAIXIT Y,
KRR

2D Convolutional Neural Networks Graph Convolution Network
[Zonghan Wu et al., arXiv:1901.00596,2019]
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Deep Learning Introduction

Mone

O Epoch Learning rate Activation Regularization Regularization rate Problem type
d
002, 972 : - Classification -

DATA FEATURES 2 HIDDEN LAYERS OUTPUT
YWhich dataset do Which properties do Test loss 0.000
you want to uge? you want ta fead in? i (a F o= Training loss 0.000
4 neurons 2 neurons
di 3 N N
= -
" \\ ,"
Bl N\ '
< N, = ol
Ratio of training to \\‘.‘3. ",.-""-—-"-'-
test data: B0% - "‘“\\.\H » ____.._,..--""”— '
—_— ALE \ —— = / " The auipats are
hY - e with vaning
. \\ ’/ welghts, shown by
Moise: O . N " the thickness of
"'y Xz2 i 5
o the lines.
<
Batch size: 10 Xz b This is the outout
—e i frotn ane Retran. i 1 I
Haverto see it L i
e larger.
REGENERATE sm)

Colors shows
p— | —

et data, neuron and
sin(Xz) : 2| o 1
weight values.

[ Show test data  [J Discretize output

[Webpage: http://playground.tensorflow.org]



Deep Learning Introduction
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DATA

Which dataset do
you want to se?

Ratio of training to
test data 50%
— e

Moise: O
®

Batch size: 10
— e

REGEMERATE

Epoch

000,000

FEATURES

Which properties do
you want to feed in?

Learning rate

-

+

+ -

4 nedrons

[SENEERN

Thiz Is the output
frM ahe Hedron
Hover o see jt
larger

Regularization Regularization rate Problem type
More b 0 v Classification -
2 HIDDEN LAYERS OUTPUT
Test loss 0.504
ELy Training loss 0.501
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"'!'55-.;{'.32-:..
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mlxed with vanding
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[Webpage: http://playground.tensorflow.org]
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Deep Learning Introduction

O Epoch Learning rate Activation Regularization Regularization rate Froblem type
[
000 f 000 0.03 - Rell) - fare v 8] b Classification v

DATA FEATURES 4+ — 2 HIDDENLAYERS CUTPUT
Which dataset do Which properties do Test loss 0.507
you want to use? you want to feed in? o g i = Training loss 0.503

N 4 ngdrons 7 neurans
d | 1 s
Ratio of training to

test data 50%

—_— AR The outouts are
mlxed with vanding
wedahts, shown by
the thickness of

the iines.

Moise: O
®

Biatch size: 10 This is the autput

—e : froms ohe heuran i
Hover to see jt o
) iarger
REGEMERATE

Colors shows

data, neuron and ! !

weight values

[Webpage: http://playground.tensorflow.org]
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I+ Deep Learning Parameters

A Optimal Learning B Oscillating Learning

Good Learning Rate Learning Rate too High
* Learning rate: controls how much . e .
change the model in response 8|\ f"' Dot 2| _
estimated error each time 2|\ ¥/ 2| X
model weights are updated § N A& oS \,/
Network Weights Network Weights

* Epochs: number of times that the deep learning algorithm will work
through the entire training dataset

* Bath size: subdivide the training data into batches to pass it to the network

 Activation function: to propagate forward the output of the node

[Chayakrit Krittanawong et al.,Eur. Heart Journal, 2019]
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I Theory: Convolution Neural Networks

Conv Conv
5x5x32 Pooling 2x2 5x5x64 Pooling 2x2 FC
* SC h e m e  § & Al r s N T o NT i Y <

28x28x1 24x24x32 12x12x32 8x8x64 4x4%x64
* Example of features

Low level Medium level High level

[Sebastian R. et al., Python ML,Packt Publishing Ltd.,2015]
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Example of Convolutional Neural Networks

Moving window size of 3
L

if—

Convolution Max pooling
£ l A '8 l A
Input spectrum
3 Convolutedinput Activated
-6 0
Filter Output
9 1 1
| 1
1 | Convolution 5 | (Leaky)RelU | g | max pooling
* 0 o = ) 5
4 -1 0
Dot product with 2x1 filter
5 with Filter -1 3 ’—’/ 3 and stride 2 3
max(0, 1)
3x1 i ={ X, ifx20 ma:{S, 0) 3x1
1 W o 0 ax. otherwise 0 mad(3, 0)
‘\\\. a =10, for ReLl]
7 s _— 6x1 6x1
8x1
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[Wooje Lee et al., ) Raman Spectroscopy,2019]
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~ Spectral Graph

Hi+11= g(Wiil Hiil + b)) HM =™ Y &)
b P i

fB‘i eraion ften i Normalized Adjacency
Atlayer B layer i . . .
b ) Matrix considering
self-loop
Bias
X1y Activation i —1 1 i i
function +1] — NS5 ADS5ult l

5 HI+1 = g(Dz A D2 H wiil)

Input Sum 0'(~) Output

A = A+ld

V

2w L H

WEIghtS Slgmmd Tanh  ReLU

[Inneke Mayachita, towardsdatascience,2020; Zhengjing

Forward Pass in Neural Networks
Ma et al., Earth-Science Reviews ,2021]
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3 — Conclusion and Discussion
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* Graph-Based Segmentation Methods
* A large number of samples is not required
* The incorporation of priors requires to change the formulation
* The representation of the image is sparse

* Deep Learning Methods
* A big number of datasets is required
* The use of deep learning methods is straightforward

* Hybrid
* Combination of information obtained by graphs and deep learning techniques
* |t can learn features representation even before training



Thank you for your attention
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