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Semi-Supervised Learning
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Traditional semi-supervised learning methods are based on the distance among the points.

Introduction
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Topological Data Analysis (TDA) is a field devoted to extract topological and geometrical information 
from data.

Our inspiration comes from the Manifold Hypothesis that explores when high dimensional data could 
tend to lie in low dimensional manifolds.

 Our method works under the hypothesis that each class in the dataset lies on a manifold.

Introduction
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Idea: The variation that a manifold suffers when adding a point that belongs to such a manifold is 
minimal.

Method
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We created several semi-supervised learning methods following two different topological data 
approaches:

● Homological approach

● Connectivity approach

Two approaches
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This method is based on the homology of the varieties associated with each data set. We study:

● 0-homology

● Persistence diagrams

Homological method
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Homological method
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Homological method
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Homological method

d1 = 0.1285
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Homological method

d2 = 0.4958
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Homological method
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This method is based on the connectivity of the complex associated with each data set. We study:

● connectivity

● minimum radius

Connectivity method
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Connectivity method



Semi-Supervised Machine Learning: A Topological Approach

Connectivity method
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Connectivity method

d1 = 0.04

Rmin = 1.90

Rmin = 1.94
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Connectivity method

d2 = 0.93

Rmin = 2.06

Rmin = 2.99
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Connectivity method
Finally we look at which distance is smaller 
and we write down the point with the class 
associated with said distance, in this case, 
class 0.
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We have used 5 structured datasets

And 2 different machine learning methods (SVM and Random Forest)

Experiments

Dataset # Examples # Unlabelled examples # Features

Banknote 1372 1322 4

Breast Cancer 569 519 30

Ionosphere 351 301 34

Pima Indian Diabetes 768 718 8

Sonar 208 158 60
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We have compared:
● 10 different variants of our homological method

○ 5 methods using bottleneck distance (different th)
○ 5 methods using Wasserstein distance (different th)

● 2 different variants of our connectivity method

● 3 classical methods
○ LabelPropagation
○ LabelSpreading
○ Self-Training classifier

● Base approach (only labeled data)

Experiments
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Results

Method
Banknote Breast Cancer Ionosphere Pima Indian Sonar Mean (STD)

SVM RF SVM RF SVM RF SVM RF SVM RF SVM RF
Base 97.0 88.6 89.3 96.1 80.0 93.3 65.7 60.8 61.3 64.5 78.7(15.2) 80.7(16.7)

Label Propagation 97.4 93.2 90.3 89.3 86.7 86.7 64.3 68.5 58.1 54.8 79.3(17.1) 78.5(16.3)
Label Spreading 97.4 93.2 90.3 89.3 86.7 86.7 64.3 68.5 58.1 54.8 79.3(17.1) 78.5(16.3)

Self Training classifier 95.1 93.6 35.9 35.9 85.0 86.7 66.4 66.4 58.1 67.7 68.1(23.2) 70.1(22.4)
Bottleneck 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 77.1(22.6) 74.1(19.5)

Bottleneck threshold 0.8 99.2 92.4 93.2 91.3 78.3 95.0 63.6 64.3 61.3 64.5 79.1(17.0) 81.5(15.6)
Bottleneck threshold 0.6 99.2 91.3 89.3 90.3 75.0 88.3 59.4 63.6 48.4 45.2 74.3(20.9) 75.7(20.6)
Bottleneck threshold 0.4 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 74.4(20.5) 74.1(19.5)
Bottleneck threshold 0.2 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 74.4(20.5) 74.1(19.5)

Wasserstein 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)
Wasserstein threshold 0.8 97.4 89.8 92.2 88.4 80.0 95.0 68.5 67.8 61.3 64.5 79.9(15.3) 81.1(13.9)
Wasserstein threshold 0.6 99.2 93.6 89.3 87.4 70.0 91.7 61.5 61.5 74.2 61.3 78.9(15.2) 79.1(16.3)
Wasserstein threshold 0.4 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)
Wasserstein threshold 0.2 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)

Connectivity1 93.6 87.9 89.3 93.2 76.7 88.3 61.5 62.9 64.5 61.3 77.1(14.3) 78.7(15.3)
Connectivity2 93.6 87.5 89.3 93.2 71.7 83.3 60.1 58.7 64.5 64.5 75.8(14.9) 77.5(15.0)
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Results

Method
Banknote Breast Cancer Ionosphere Pima Indian Sonar Mean (STD)

SVM RF SVM RF SVM RF SVM RF SVM RF SVM RF
Base 97.0 88.6 89.3 96.1 80.0 93.3 65.7 60.8 61.3 64.5 78.7(15.2) 80.7(16.7)

Label Propagation 97.4 93.2 90.3 89.3 86.7 86.7 64.3 68.5 58.1 54.8 79.3(17.1) 78.5(16.3)
Label Spreading 97.4 93.2 90.3 89.3 86.7 86.7 64.3 68.5 58.1 54.8 79.3(17.1) 78.5(16.3)

Self Training classifier 95.1 93.6 35.9 35.9 85.0 86.7 66.4 66.4 58.1 67.7 68.1(23.2) 70.1(22.4)
Bottleneck 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 77.1(22.6) 74.1(19.5)

Bottleneck threshold 0.8 99.2 92.4 93.2 91.3 78.3 95.0 63.6 64.3 61.3 64.5 79.1(17.0) 81.5(15.6)
Bottleneck threshold 0.6 99.2 91.3 89.3 90.3 75.0 88.3 59.4 63.6 48.4 45.2 74.3(20.9) 75.7(20.6)
Bottleneck threshold 0.4 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 74.4(20.5) 74.1(19.5)
Bottleneck threshold 0.2 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 74.4(20.5) 74.1(19.5)

Wasserstein 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)
Wasserstein threshold 0.8 97.4 89.8 92.2 88.4 80.0 95.0 68.5 67.8 61.3 64.5 79.9(15.3) 81.1(13.9)
Wasserstein threshold 0.6 99.2 93.6 89.3 87.4 70.0 91.7 61.5 61.5 74.2 61.3 78.9(15.2) 79.1(16.3)
Wasserstein threshold 0.4 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)
Wasserstein threshold 0.2 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)

Connectivity1 93.6 87.9 89.3 93.2 76.7 88.3 61.5 62.9 64.5 61.3 77.1(14.3) 78.7(15.3)
Connectivity2 93.6 87.5 89.3 93.2 71.7 83.3 60.1 58.7 64.5 64.5 75.8(14.9) 77.5(15.0)

Worst Best



Semi-Supervised Machine Learning: A Topological Approach

Results

Method
Banknote Breast Cancer Ionosphere Pima Indian Sonar Mean (STD)

SVM RF SVM RF SVM RF SVM RF SVM RF SVM RF
Base 97.0 88.6 89.3 96.1 80.0 93.3 65.7 60.8 61.3 64.5 78.7(15.2) 80.7(16.7)

Label Propagation 97.4 93.2 90.3 89.3 86.7 86.7 64.3 68.5 58.1 54.8 79.3(17.1) 78.5(16.3)
Label Spreading 97.4 93.2 90.3 89.3 86.7 86.7 64.3 68.5 58.1 54.8 79.3(17.1) 78.5(16.3)

Self Training classifier 95.1 93.6 35.9 35.9 85.0 86.7 66.4 66.4 58.1 67.7 68.1(23.2) 70.1(22.4)
Bottleneck 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 77.1(22.6) 74.1(19.5)

Bottleneck threshold 0.8 99.2 92.4 93.2 91.3 78.3 95.0 63.6 64.3 61.3 64.5 79.1(17.0) 81.5(15.6)
Bottleneck threshold 0.6 99.2 91.3 89.3 90.3 75.0 88.3 59.4 63.6 48.4 45.2 74.3(20.9) 75.7(20.6)
Bottleneck threshold 0.4 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 74.4(20.5) 74.1(19.5)
Bottleneck threshold 0.2 97.4 90.5 87.4 85.4 78.3 86.7 63.6 62.9 45.2 45.2 74.4(20.5) 74.1(19.5)

Wasserstein 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)
Wasserstein threshold 0.8 97.4 89.8 92.2 88.4 80.0 95.0 68.5 67.8 61.3 64.5 79.9(15.3) 81.1(13.9)
Wasserstein threshold 0.6 99.2 93.6 89.3 87.4 70.0 91.7 61.5 61.5 74.2 61.3 78.9(15.2) 79.1(16.3)
Wasserstein threshold 0.4 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)
Wasserstein threshold 0.2 97.0 96.2 87.4 87.4 76.7 81.7 60.8 62.9 71.0 71.0 78.6(14.1) 79.8(13.2)

Connectivity1 93.6 87.9 89.3 93.2 76.7 88.3 61.5 62.9 64.5 61.3 77.1(14.3) 78.7(15.3)
Connectivity2 93.6 87.5 89.3 93.2 71.7 83.3 60.1 58.7 64.5 64.5 75.8(14.9) 77.5(15.0)
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Time comparison

Method
Time/point (ms)

Banknote BreastCancer Ionosphere PrimaIndian

Bottleneck 47,7963 44,3350 64,0693 51,6814

Wasserstein 2,1548 2,9557 3,4632 2,4779

Classic 0,3918 0,9852 1,7316 0,7080
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We have parallelized the annotation of each point using:

● Joblib Library

● Parallel method

● Delayed functions

Parallelization
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Time comparison - Parallelization

Method
Time/point (ms)

Banknote BreastCancer Ionosphere PrimaIndian

Bottleneck 4,7013 6,6502 9,4372 11,1504

Wasserstein 0,9794 1,3547 6,4935 3,5398

Classic 0,3918 0,9852 1,7316 0,7080
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Bottleneck
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Wasserstein
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Example Moons
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Example Moons - Label Propagation
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Example Moons - Bottleneck distance
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Example Moons - Wasserstein distance
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Conclusions
Our method can create better classification models than the obtained when using classical 
semi-supervised learning methods.

Further work
The proposed method can be expanded to multi-class classification tasks.

We plan to design new semi-supervised learning algorithms based on other notions from TDA.

Conclusions and further work
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