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Graph Representation Learning

Node embedding
Laplacian Eigenmaps

Node2Vec
DeepWalk

Knowledge Graph Embedding
Applications

Graph visualization, product discovery 
(clustering), document classification 

(node classification), Knowledge graph 
completion (link prediction)

Signal Processing
Spectral Clustering

Filtering / Shifting / Wavelets
Graph Neural Networks

Applications
Molecule classification (graph 

classification), document classification 
(node classification), Solubility 
prediction (graph regression)  

Motivation
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DeepWalk
Use the distributional hypothesis to embed nodes using Skip-gram 
with Negative Sampling (SGNS).

This embedding process performs an implicit matrix factorization 
(Levy and Goldberg, 2014). 

Intuitively, nodes sharing many common neighbors should be 
nearby in embedding space.

Perozzi, Bryan, Rami Al-Rfou, and Steven Skiena. "Deepwalk: Online learning of social representations." Proceedings 
of the 20th ACM SIGKDD international conference on Knowledge discovery and data mining. 2014.

Which matrix are we factorizing?

Motivation
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DeepWalk

How does this translate to graphs?

Motivation

Levy, Omer and Goldberg, Yoav. “Neural word embedding as implicit matrix 
factorization”. Advances in Neural Information Processing Systems. (2014).
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DeepWalk

Combining this joint with the marginals, we see: 

Motivation
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DeepWalk

Chanpuriya and Musco (2020) showed that this will indeed 
converge to a form determined by the (inverse) graph Laplacian:

where

Chanpuriya, Sudhanshu, and Cameron Musco. "Infinitewalk: Deep network embeddings as Laplacian embeddings with a 
nonlinearity." Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2020.

Motivation



Cellular Sheaves ApplicationsSheaf Representation LearningMotivation

DeepWalk
Summary:
Asymptotic behavior of this “deep” node embedding method is 
driven by the graph Laplacian, mimicking spectral embedding.

Motivating Questions:

Motivation
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Graph Convolutional Neural Networks
The Graph Convolutional Neural Network (GCN) is a popular 
graph neural network architecture.

Used primarily for node classification/regression.

Motivation
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GCN
Motivation
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GCN

Thus a “deep” GCN of this type 
will learn smooth node features: 
a degree-weighted local averaging 
dictated by the graph topology.

These features will also 
have a homophily bias.

Abu-El-Haija, Sami, et al. "Mixhop: Higher-order graph convolutional architectures via 
sparsified neighborhood mixing." international conference on machine learning. PMLR, 2019.

Motivation
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Graph Laplacian
A gradient operator differencing values between adjacent nodes.

Smoothness attainable only through edge-wise scaling of node 
values: lack of expressibility and control.  

Similarly, edge “typing” is implementable only through choice of 
edge weight.

Many definitions:

coboundary 
operator

Motivation
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Cellular Sheaves

Spectral Graph 
Theory

Generalization

Homological 
Algebra

Instantiation

Cellular Sheaves
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Sheaves on Graphs

Stalks

Restriction Maps

Cellular Sheaves
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Sheaves on Graphs
Cellular Sheaves
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Sheaves on Graphs
Cellular Sheaves

Space of 0-cochains

Space of 1-cochains
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Sheaves on Graphs
Cellular Sheaves
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Sheaves on Graphs
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Graph Laplacian (Redux)
Cellular Sheaves
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Cellular Sheaves

Spectral Graph 
Theory

Generalization

Homological 
Algebra

Instantiation

Cellular Sheaves
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Cellular Sheaves

Curry, Justin Michael. Sheaves, cosheaves and applications. University of Pennsylvania, (2014).
Hansen, Jakob, and Robert Ghrist. "Toward a spectral theory of cellular sheaves." Journal of Applied and Computational Topology 3.4 (2019).

Sheaves are categorical objects, and were central in the 
development of algebraic geometry in the mid- 20th century. 

Their usage in applied math is a much more recent development 
(Curry 2014, Hansen 2019).

Sheaves associate “data” to the open sets of a 
topological space.

A limit-preserving contravariant functor from the 
category of open sets of a topological space.

Cellular sheaves associate “data” to the cells 
of a cell complex.

A limit-preserving functor from the Alexandrov topology 
on the incidence poset.

Cellular Sheaves
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Sheaf Representation Learning
What does this categorical perspective buy us?

Any results pertaining to sheaves on graphs or cellular sheaves have a direct 
categorical interpretation. 

Highlights the mathematical/categorical assumptions being made in graph 
representation learning.

Clarifies how one might repurpose these ideas for other types of data or scenarios, 
and provides a route for proving which results will translate. 

Homological operations (sheaf cohomology) are immediate. 

Sheaf Representation Learning



Cellular Sheaves ApplicationsSheaf Representation LearningMotivation

Sheaf Cohomology
Sheaf Representation Learning
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Sheaf Cohomology
Sheaf Representation Learning
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Big Picture
Sheaf Representation Learning



ApplicationsX
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Sheaf Neural Networks 
Can we learn functions of sheaf-valued signals to, for example, 
classify 0-cells (vertices) of a cell complex (graph)?

Applications
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Sheaf Neural Networks
Applications
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Sheaf Neural Networks
Applications
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Sheaf Neural Networks
GCN SCN

Applications
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Sheaf Neural Networks

Hansen, Jakob, and Thomas Gebhart. "Sheaf neural networks." NeurIPS
2020 Workshop on Topological Data Analysis and Beyond (2020).

Synthetic dataset of signed graphs illustrates the limitations of GCNs

Applications
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Sheaf Neural Networks
Applications

Bodnar, Cristian, et al. "Neural sheaf diffusion: A topological perspective on heterophily and 
oversmoothing in gnns." Advances in Neural Information Processing Systems 35 (2022).
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Sheaf Neural Networks

Bodnar, Cristian, et al. "Neural sheaf diffusion: A topological perspective on heterophily and 
oversmoothing in gnns." Advances in Neural Information Processing Systems 35 (2022).

Applications
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Sheaf Neural Networks
Applications

Bodnar, Cristian, et al. "Neural sheaf diffusion: A topological perspective on heterophily and 
oversmoothing in gnns." Advances in Neural Information Processing Systems 35 (2022).
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Summary
• Many graph representation learning problems are implicitly 
driven by the diffusion behavior of signals on a graph, encoded by 
the Laplacian.
• This is a powerful and intuitive idea, but it has limitations.
• Signals are assumed 1-dimensional.
• Incident interactions are simple scaling.
• Unable to describe heterogeneous interactions.
• Bias towards homophilous representations.

• Cellular sheaves provide a natural framework for the 
generalization of many graph representation learning processes.
• Categorical and cohomological underpinnings of sheaves provide a 
wealth of modeling choices while retaining consistency 
requirements.
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